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Abstract

In this study, the solubility of acid gases of hydrogen sulfide and carbon dioxide in MDEA and
MDEA/PZ aqueous solutions was evaluated by different thermodynamic packages. Comparison of
modeling results with a series of laboratory and industrial data released from 1997 to 2010 indicates
the high accuracy of ACID GAS thermodynamic package (Aspen HYSYS 8.3) to prediction of acid gases
solubility in the mentioned solutions compared to the ELECNRTL thermodynamic package (Aspen
plus V8.2), especially in the range of acid gases operational concentration in the gas refineries.
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1. INTRODUCTION

Sour gas sweetening is one of the most
important natural gas refining processes, which
is done to remove acid gases such as H,S and
CO, in order to reduce the corrosion rate,
improve the gas quality, reduce the toxicity of
catalysts, etc. Alkanolamines such as MDEA, DEA
and mixtures of MDEA/PZ and MDEA/DEA are
used as the most common chemical solvents for
natural gas sweetening.

Prediction of H,S and CO, solubility in amine
solutions is highly essential to design and
simulation of natural gas sweetening units. For
this purpose, various thermodynamic packages
inserted in the popular commercial softwares,
such as ASPEN HYSYS and ASPEN PLUS. Two
main approaches that are used in these
packages are known as “Correlation-Based” and
“Activity Coefficient Model-Based”. “AMINE”
and “APISOUR” packages are examples of the
first approach, and “ELECNRTL” and “ACID GAS”
packages are examples of the second approach.

Many studies have been done on predicting
the solubility of acid gases in amine solutions.
Deshmukh and Mather (1981) used the activity
coefficients model to predict the solubility of H,S
and CO, in amine solutions [1]. Posey et al. (1996)
used a simple correlation for prediction of acid
gas solubility in alkanolamines [2]. Prashanth
Patil et al. (2006) evaluated the solubility of
H,S and CO, in MDEA aqueous solution by the
extended correlation of Kenneth Eisenberg
[3]. Huttenhuis et al. (2009) investigated the
Solubility of CO, and H.S in aqueous MDEA
solutions, experimentally [4]. Ying Zhang et al.
(2011) also examined CO, absorption in aqueous
MEA and MDEA solutions with electrolyte NRTL
model [5, 6].

According to development of chemical
process simulators in the last years, many of
studies are focused on comparison of them
together. Hansen et al. (2011) compared the
ASPENHYSYS and ASPEN PLUS softwares accuracy
in predicting of CO, absorption by MEA solution
[7]. Erik Qi (2012) did a same work but this study

was focused on CO, removal from exhaust gas
[8]. He also compared ASPEN HYSYS and ASPEN
PLUS simulation of CO, Absorption into MEA
from atmospheric gas in the same year [9].

Since 2013, a new option (ACID GAS package)
is added to ASPEN HYSYS software that its
producer claims this package uses rigorous
rate-based calculations and a new property
package to deliver unprecedented accuracy and
predictive results to amine-based absorption
processes [10]. This paper investigates
mentioned claim and provides a comparison
between the thermodynamic packages of
ASPEN PLUS (V8.2) and ASPEN HYSYS (V8.3) in
predicting the solubility of acid gases in amine
solutions.

2. THEORETICAL FOUNDATIONS

Using thermodynamic relations based on
classical concepts of phase equilibriums is an
approach resulting in the prediction of acid
gases solubility in aqueous alkanolamine
solutions. However, the use of parameters such
as fugacity and activity is more close to the
physical senses than theoretical concept of
chemical potential.

For each component in the mixture, the
fugacity equality of liquid and vapor phases
resulted from thermodynamic equilibrium,
provides the possibility of using distinct
thermodynamic models for the phases.
Therefore, an equation of state will be used
for predicting the vapor phase fugacity
coefficients, while an activity model is used for
the liquid phase. In the following, the calculation
methods of vapor-liquid equilibrium condition
by equations of state and activity model in
thermodynamic packages of ELECNRTL and
ACID GAS are discussed.

A. ELECNRTL Thermodynamic Package

One of the methods to predict the
equilibrium behavior of electrolyte solutions is
the activity coefficient model-based approach,
which is established based on calculating the
activity coefficients of the components in the
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liquid phase. As mentioned, the ELECNRTL
thermodynamic package that is an example
of this approach, embedded in ASPEN PLUS
software, was studied according to the purposes
of this investigation. In this thermodynamic
package, the Redlich-Kkwong equation of state
(RK) was selected to calculate the fugacity
coefficient of components in the vapor phase.

But what has distinguished this
thermodynamic package compared to other
similar types, is the use of modified Electrolyte
NRTL model to calculate the activity coefficients
of the components in the liquid phase. The
model proposed by Chen et al. [11], introduces
the amount of excess Gibbs energy of the
components in non-ideal electrolyte solutions,
including two main parts that one is related
to the local molecules and ions interactions
(Ll), and the other is related to Long-Range
lon-lon Interaction (LR). It should be noted
that in predicting the equilibrium behavior of
electrolyte solutions, determining the ionic
components amounts is of great importance,
which is usually done by defining ionization
reactions with inclusion of synthetic data or
equilibrium constants. Kinetic and equilibrium
data of these reactions are presented in [12].

In ASPEN PLUS software, several databases
are available for thermodynamic calculations,
which provide the possibility of using a different
set of interaction parameters of ELECNRTL
model and Henry constants. Among them, three
special packages, namely as KEMDEA (Kinetic
Equilibrium MDEA), KMDEA (Kinetic MDEA) and
PMDEA (Posey MDEA) were imbedded that each
would be used tailored to a specific usage and
given the limits of experimental conditions
for MDEA solutions. The calculation basis of
components activity coefficients in the liquid
phase is the Electrolyte NRTL model for all the
packages which their interaction parameters
have been recalled from different databases.
The main difference between the KMDEA and
KEMDEA packages is in the equation of state
used for gas phase, so that the RK equation of
state was used in the KEMDEA model, while the
SYSOP15M equation of state was used in the
KMDEA model. The PMDEA model developed

based on the results of Posey et al. (1997) studies
has considered two parameters of PH and
electrical conductivity coefficient of the solution
in estimating Henry constant parameters in
order to eliminate measurement error of acid
gases solubility, especially at low solubility
rates [13]. Since the poor solubility changes can
cause significant changes in PH and the value of
solution electrical conductivity, thus, less error
would occur in the measurement values. Finally,
by including the PH and electrical conductivity,
Posey and Rochelle provided new parameters for
the calculation of Henry constants. In this study,
three ELECNRTL thermodynamic packages of
ASPEN PLUS software, name as KEMDEA, GLOBAL
and PMDEA are selected for comparison. It
should be noted that the GLOBAL database
includes default values of the software.

The accuracy of estimation of mole fraction
of molecular and ionic components considered
in the equations in activity models are based
on the accuracy of kinetic data and equilibrium
constants of the existing chemical reactions.
The ASPEN PLUS software package uses several
reactions for ionization of acidic components
and amine solutions that is presented in [12].

B. ACID GAS Thermodynamic Package

This package imbedded in ASPEN HYSYS for
prediction of electrolyte solutions equilibrium
behavior. This package has used the Electrolyte
NRTL model to calculate the activity coefficients
of the components in the liquid phase and the
Peng-Robinson equation of state to calculate the
vapor phase fugacity coefficient. The mentioned
thermodynamic package have been developed
merely for simulating the natural gas sweetening
processes. In this thermodynamic package,
according to recent studies, the possibility of
using and examining the mixed amines has been
also provided, and the relevant parameters have
been calculated for each compound separately
(Such as MDEA- PZ, Sulfolane-DIPA and MDEA-
Sulfolane). The most important difference
between ACID GAS thermodynamic package
and the ELECNRTL package of ASPEN PLUS is in
the set of interaction parameters used for each
pair of molecules and ions.
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3. RESULT AND DISCUSSION

A wide range of experimental data is needed
to support validation of thermodynamic
packages (ACID GAS, ELECNRTL). Since 1930
a large number of experimental solubility
data for H,S and CO, in aqueous amine has
been published and presented by several
investigators. Table 1 gives and overview on
the previous results for these gases solubility in
MDEA solution which are used for validating the
selected thermodynamic packages. Where PH.S
and PCO, are the partial pressures of H,S and
CO,, respectively.

A. Acid gas Solubility in MDEA Solutions

In this section, the simulation results of an
acid gas-MDEA equilibrium stage (flash drum)
by mentioned packages included in the ASPEN
PLUS (KEMDEA, PMDEA, and GLOBAL MDEA) and
ASPEN HYSYS (ACID GAS) which compared with
experimental data are shown in Figures 1 to 10.
The Average Absolute Deviation (AAD) for each
thermodynamic package is also shown in Table 2.

A.1.Individual Acid Gas Solubility in Aqueous MDEA

Evaluation the solubility of CO, in the MDEA
solution in absence of H,S shows that the special
data package of PMDEA compared to other ASPEN
PLUS packages has a better estimation capability.

However, the ACID GAS package predicts the CO,
solubility as well as PMDEA (Figure 1).

The results of H,S solubility in MDEA solution
in absence of CO, indicate the lower accuracy of
ACID GAS package compared to other packages.
Assessment of results in Figure 2 shows that the
error has occurred in high acid gas solubility.
But in the low range of solubility, the results
obtained from the thermodynamic ACID GAS
package have enough accuracy.

A.2. Solubility of CO, and H,S Simultaneously in
Aqueous MDEA Solutions

Since in sweetening processes, both H.JS
and CO, are usually present in the sour gas
stream, thus, investigating the estimating
ability of their interaction effect on solubility
by thermodynamic packages is of utmost
importance.

The results presented in Figures 3 to 10
demonstrate the ability to predict the H,S and
CO, solubility by ACID GAS package in low acid
gases loading values. However, increasing this
parameter (loading) will reduce the accuracy
of solubility predicting by ACID GAS package
compared to others. Also, this investigation
shows that with increasing the mole fraction of
CO, in sour gas (0.02-0.98), the results of PMDEA,
KEMDEA and GLOBAL-MDEA packages will be
partially better than ACID GAS package.

Table1. Literature data of acid gases solubility in aqueous MDEA solutions which are used in this paper for validating
thermodynamic packages

. . Total
Amine Concentration
(Wt. %) Pressure
’ (kPa)
MDEA
[14] (25.73%) 546.08-4386.8 313.17 533.9-4369.7 - 7
MDEA
[15] (46.78%) 6.21-1040.0 313.16 - 0-1000 13
MDEA
[16] (50%) 518-1999 323.15 10-1153 6-680 18
MDEA
[17] (50%) 200-8800 313.15 0.08-8120 0.295-2390 11
[18] MDEA (35%) 690-7010 298.15 0.3-10.12 0.19-15.2 18
MDEA (50%) 690-6990 298.15 0.62-149 0.19-11.3 18
MDEA+PZ
[19] (24, 0.08%) 313.15 0.10-95.3 4
MDEA+PZ 333.15 0.08-83.1 5
(24, 0.08%)
MDEA+PZ
20] (47,5 %) 313.15 0.03-7.48 4
MDEA+PZ 343.15 0.03-3.60 3
(47,5 %)
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B. CO, Solubility in MDEA/PZ Solutions

In this section, the simulation results of an
acid gas-MDEA/PZ equilibrium stage (flash
drum) by GLOBAL MDEA/PZ (ASPEN PLUS) and
ACID GAS (ASPEN HYSYS) which compared with
experimental data are shown in Figures 11 to 14.
The Average Absolute Deviation (AAD) for each
thermodynamic package is also shown in Table 2.

The results shown in Figures 11 and 12,
suggests the weakness of ACID GAS package in
predicting of CO, solubility in activated amine
solution. Itisimportant to notice that, in Figures
11and 12, the mass fraction of Piperazine in the
solution is less than 1%, while industrial reports
indicate that the mass fraction of Piperazine in
gas sweetening processes is between 3% and
7%. According to the ASPEN TECH Company’s
claim regarding the enhancement of the ACID
GAS thermodynamic package, a collection of
experimental points based on gas processing
operational data were used to tuning the ACID
GAS package [10].

The results shown in Figures 13 and 14
indicate that by increasing the Piperazine
concentration to 5 weight percent (gas
processing operational range) the accuracy of
CO, solubility prediction by ACID GAS package
is also increased. However, the estimation
capability of CO, solubility by ASPEN PLUS
thermodynamic packages greatly reduced
with increasing concentration of Piperazine
more than 1 percent.
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Table 2. The Average Absolute Deviation of ELECNRTL
and ACID GAS models in comparison with experimental data

Reference

> (AAD) (AAD)
X Figure Model HS co
experimental I dz' loadi z
data oading loading
GLOBALMDEA| - 7.1
KEMDEA 5.8
[14] J PMDEA 18
ACID GAS 24
GLOBALMDEA| 155
KEMDEA 189
(1] 2 PMDEA 139
ACID GAS 22
GLOBALMDEA| 105
KEMDEA 127
[16] 3 PMDEA 327
ACID GAS 12.8
GLOBALMDEA|  — 193
KEMDEA 159
16l > PMDEA 16.4
ACID GAS 216
GLOBALMDEA|  61.0
KEMDEA 329
(7] : PMDEA 383
ACID GAS 230
GLOBALMDEA|  — 165
KEMDEA 9.2
(171 9 PMDEA 156
ACID GAS 27
GLOBALMDEA|  37.1
KEMDEA 528
[18] U PMDEA 495
ACID GAS 153
GLOBALMDEA|  — 426
KEMDEA 231
[18] g PMDEA 138
ACID GAS 162
GLOBALMDEA| 142
KEMDEA 756
[18] = PMDEA 789
ACID GAS 10.3
GLOBAL MDEA| - 56.9
KEMDEA 60.1
[18] Ug PMDEA 209
ACID GAS 183
GLOBAL
[19] 11 | MDEA+PZ gj?
ACID GAS :
GLOBAL
[19] 12 | MDEA+PZ ;iz
ACID GAS :
GLOBAL
1201 13 | MDEA+PZ 884;99
ACID GAS :
GLOBAL
MDEA+PZ 2773
[20] 14| ACD GAS 419

4. CONCLUSION

In this study, the prediction accuracy of H.S
and CO, solubility in aqueous MDEA and MDEA/
PZ solutions has been investigated by using
of two different packages of ASPEN PLUS and
ASPEN HYSYS softwares (ELECNRTL and ACID
GAS). The results showed that using of ACID GAS
thermodynamic package has more accuracy
specially for predicting the solubility of acid
gases (at low concentration range) in MDEA
solution, while, increasing the acid gas loading
(specially CO, loading) will reduce the accuracy
of solubility modeling by ACID GAS package
compared to PMDEA, KEMDEA and GLOBAL-
MDEA packages. The results also show that
CO, solubility prediction by ACID GAS package
is more accurate compared to GLOBAL-MDEA/
PZ package when the Piperazine concentration
is in the operational range of gas sweetening
processes (3 to 7 wt. %).
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Abstract

In order to conduct laboratory studies on composition and behavior of Claus-derived molten
sulfur, the examined sulfur should contain dissolved H,S and H,Sx with a concentration of about
230-250ppmw. Here, by injecting hydrogen sulfide to sulfur, a method for synthesis of molten sulfur
containing hydrogen sulfide and polysulfide as a proper sample for laboratory studies is developed.
The molten sulfur as product was prepared by injecting the pressurized hydrogen sulfide on the
surface of solid sulfur followed by further heat treatments during the time. According to the
lodometric Back Titration (IBT) analysis, final molten sulfur contained 500-1100ppmw of soluble
hydrogen sulfide and polysulfide components based on the initial gas pressure.

Keywords: Molten sulfur, Gassing, Degassing, lodometric Back Titration
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1. Introduction

Claus wunits in refineries are used for
processing the sour gas as the byproduct of
gas sweetening process [1]. Passing through the
combustion chamber, the sour gas components
are converted to sulfur vapors and non-reacted
gases. Then, after separation and condensation
of sulfur in special condensers, the remained
gases are moved to Claus catalytic beds, where
catalytic reactions took place and collection of
condensate sulfur continues [2].

Usually, pure sulfur at atmospheric pressure
and temperatures higher than its melting point
(118°Q) is available in the form of S, with ring
structure. At temperatures higher than 148°C,
sulfur structure is converted to straight chains.
According to Eq. 1 this phenomenon leads to
generation of polymeric chains with different
length and sometimes of thousands of units [3].

(1)
X
Sy(ring) - (g)Sg(straight chain) - (Polymeric)

Formation of such polymeric chains in the
condensers of Claus unit causes a complex
physicochemical interaction between the
dissolved hydrogen sulfide and molten sulfur
In fact there is an equilibrium relation between
the hydrogen sulfide in the gas phase and
hydrogen sulfide dissolved in the liquid phase,
which is a kind of equilibrium solubility of
gases dominant in liquid-gas systems. This
relationship is reversible depending on the
partial pressure of hydrogen sulfide in the gas
phase and temperature of liquid sulfur.

Equilibrium exchange of hydrogen sulfide
between gas and liquid phases is fast, while
the dissolved hydrogen sulfide can react with
the polymeric chains in molten sulfur and form
polysulfide components [4-6]:

H,S (vap) & H,S (lig) (Fast) )

HS(iq)+S, < H,S (Slow) 3)

Asmentioned before formation of polysulfide
species in the solution is relatively fast, while
decomposition of them is usually very slow.
Finally, a mass of molten sulfur is collected in
storage tanks containing hydrogen sulfide and
hydrogen polysulfide with a concentration
of about 250-350 ppmw. Since it is necessary
to pass the product sulfur via granulation unit
before sending to the market, existence of
sulfide and polysulfide cause problems and
risks at this step. Because high temperature of
the process prevents the transfer of hydrogen
sulfide from liquid phase to gas phase, but
at lower temperatures (in storage tanks),
polysulfide components are decomposed
and release hydrogen sulfide. In fact, the
equilibrium reactions of (3) and (2) are moved
to left side, respectively and hydrogen sulfide
is immediately moved to gas phase. In this
condition, gas accumulation in enclosed space
causes problems like poisoning and explosion.
Hence, some methods are presented by scholars
for reduction of hydrogen sulfide concentration
in molten sulfur before entering the grading
units aiming to break the polysulfide chains and
reduce the concentration of hydrogen sulfide
until the concentration of about 10ppmw [5-71.

The main problem in investigation of
degassing methods in laboratory scale is lack
of access to molten sulfur of the Claus unit,
because transportation of such material is
very difficult and dangerous, due to release of
hydrogen sulfide.

In this regard, some methods are reported
by the researchers to study the interaction of
hydrogensulfide and moltensulfur.Forexample,
Fanelli [8] studied the solubility of hydrogen
sulfide in molten sulfur by measuring the
weight difference and concluded that solubility
of hydrogen sulfide in molten sulfur is increased
by increase of temperature. He also showed
that solubility of hydrogen sulfide in molten
sulfur changes the viscosity of molten sulfurand
attributed it to formation of polysulfide species.

Then, Wiewiorowski and Touro [9] confirmed
Fanelli's observations using Furrier Transform
Infrared spectroscopy (FTIR) and attributed the
different generated peaks to hydrogen sulfide
and polysulfide.
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Marriott et al. [10] also studied the solubility
of hydrogen sulfide in molten sulfur using
hydrogen sulfide gas flow diluted by nitrogen
gas at the pressures lower than 1 bar and finally
derived a correlation representing the ratio
of hydrogen polysulfide to hydrogen sulfide
species in the solution.

Ji et al. [11] used a laboratory system to
investigate the solubility of hydrogen sulfide
in molten sulfur and derived the diffusion
coefficients of hydrogen sulfide in molten
sulfur and rate constants of Eqg. 3 at 130°C and
150°C. But because it took a long time to reach
the equilibrium state, they applied a regression
equation to predict the equilibrium pressure.

Here, we apply a method to investigate
the equilibrium condition at pressures higher
than 1bar to produce molten sulfur containing
specific concentration of hydrogen sulfide and
polysulfide which was then detected by IBT
method. The prepared sample can be used for
degassing operations at laboratory scale.

2. Experimental
2.1. Materials and Equipment

Pure sulfur (99%, Tehran refinery), hydrogen
sulfide cylinder (99%, Roham Gas), cadmium
acetate dehydrate (Merck), 0.05M iodine
standard solution (Sigma Aldrich), sodium
thiosulfate (Sigma Aldrich), starch solution,
hydrochloric acid (Merck) were used as reagents.
A 250mL jacketed steel reactor equipped with
hot oil circulator, magnetic stirrer, pressure

gauge (-1:10bar, Wika), hydrogen sulfide
Vaccum, Hydrogen sulfide injection
v-02
Sweep gas

@ ° V-03

V-01

Jacketed Reactor

D—A M ——>

Soild particle trap

analyzer (7H CiTiceL, UK) were also used to
conduct the experiments.

2.2. Dissolution of H_S in Molten Sulfur

200g of solid sulfur with density of 2g/cm?
was put into the reactor (Figure 1) and then
reactor was evacuated until -0.9barg to remove
excess air in the vessel. Hydrogen sulfide was
injected to the reactor from a top valve until
the total pressure reached to about 3barg.
Reactor temperature was raised and fixed at
150°C using the hot oil circulator system. Then
it was allowed to reach equilibrium under
200 rpm stirring followed by stabilization of
system pressure. After reaching the equilibrium
state, system was left for 24 hours in order to
form polysulfide. After desired time, system
pressure was lowered to atmospheric pressure
and released content of hydrogen sulfide was
trapped in a solution of cadmium acetate (step
1). The hydrogen sulfide existed on the surface
of molten sulfur also was stripped by nitrogen
gas and trapped in the absorbent solution, until
the concentration of detected hydrogen sulfide
in H,S analyzer became less than 1ppmw (step
2). Then, the absorbent solution was replaced
by a fresh solution of cadmium acetate. Again,
by sparging nitrogen gas into the molten sulfur,
the color of trap solution was changed slowly to
pale yellow and this process was continued for
about 6-7 hours, as concentration of detected
hydrogen sulfide in gas phase reached lower
than 1ppmw (step 3). Trap solutions were
analyzed by lodometric Back Titration (IBT) for
quantitative studies.

H2S Analyzer [—>

Cadmium acetate trap

Figure.1. Molten sulfur gassing system
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2.3.lodometric Back Titration

For standardization, 25 ml of the 0.1N iodine
solution was pipette to the flask. The solution
was then titrated with 0.1N solution of sodium
thiosulfate until a clear endpoint. Then, excess
amounts of a mixture of 37% hydrochloric acid
and 0.1N standard iodine solution were added
to the trap. After adding a drop of starch solution
to the mixture as indicator, resulting solution
was titrated by 0.1N sodium thiosulfate solution
until the colorless point. The used volume of
sodium thiosulfate solution was read for further
calculations.

3.Results and Discussions
3.1.IBT analysis
3.1.1. Standardization

As mentioned above, concentration of
hydrogen sulfide in each step was detected
by analysis of cadmium acetate solution
via lodometric Back Titration (IBT) method
based on interaction of hydrogen sulfide with
excess iodine solution and titration by sodium
thiosulfate. Before conducting the analysis, it is
important to standardize the iodine and sodium
thiosulfate solutions for accurate results.
Accordingly:

A=normality of iodine solution x volume used (ml)
B=normality of sodium thiosulfate solution
xvolume used (ml)

F=B/A

If the F factor was within the limits of 0.95-
1.05, solutions were prepared accurately and
can be used in IBT analysis. Else, solutions
should be prepared again until the F factor lays
within the desired range. In this work, standard
solutions were obtained after two runs. Results
are shown in Table 1.

Table 1. Results of Standardization

of sodium

Run iodi . A
) thiosulfate
solution (m .
solution (ml)
1 25 235 25 | 235 | 094
2 25 24 25 1240 | 0.96

3.2.2.IBT calculations

First, absorption of hydrogen sulfide in
cadmium acetate solution led to formation
of yellow precipitates of cadmium sulfide, as
shown in Eq.6:

H,S +Cd(CH, CO,),~ CdS + 2(CH,CO,H) (6)

Since stochiometric coefficients of hydrogen
sulfide and cadmium sulfide are the same, the
equal moles of cadmium sulfide would be
generated.

Then, according to Eq. 7 and Eqg. 8 addition
of hydrochloric acid and excess iodine solution,
led to liberation of hydrogen sulfide and
generation of HI, respectively.

CdS + 2HCIl - HS+ CdCIZ 7)
HZS+12—> 2HI + S (8)

As shown above, addition of concentrated
hydrochloricacid leads to liberation of hydrogen
sulfide, whichisimmediately absorbed by iodine
contents in the solution. Since iodine solution
was used in excess values, some parts of non-
reacted iodine ions remains in the environment.
According to the literature [12], such excess
values can be determined by titration of
solution with sodium thiosulfate solution, which
is standardized by iodine solution.

In continue, number of the excess iodine
moles reacted with sodium thiosulfate solution
(Eg. 9) was obtained by titration of solution in
presence of starch solution [13].

25,07 +1,-5,0,%+2I 9)

The number of iodine moles reacted
with hydrogen sulfide are calculated as the
difference of initial iodine moles and remained
moles which reacted with sodium thiosulfate.
Hence, the content of hydrogen sulfide moles
in each step can be determined.

3.1 Gassing

First, by putting solid sulfur in the reactor
with the density of 2 g/cm?, 150 cm? of reactor
space was remained for injection of hydrogen
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sulfide. The initial number of hydrogen sulfide
moles injected to the vessel was calculated
according to Ideal gas law at 25°C and vessel
pressure. So, this initial value should be equal
to the sum of hydrogen sulfide moles in trap
solutions of three steps, detected by lodometric
Back Titration (IBT).

As reported in literature [6-8], despite most of
gas-liquid systems, solubility of hydrogen sulfide
in molten sulfur increases with temperature.
Such behavior may be attributed to formation of
polysulfide species in liquid sulfur. In fact, since
generation of polysulfide bonds is facilitated
at higher temperatures, more hydrogen
sulfide is dissolved in liquid sulfur. For further
investigations, experiments were repeated at
2.5 bar and results are presented in Figure 2.

Si a; b! C : First Run
4.5 : Second Run

4
3.5
3
2.5
2

Pressure (barg)

time (hr)

Figure 2. Pressure change rate of hydrogen sulfide in
molten sulfur

According to Figure 2, in zone (a) gas pressure
is increased due to of increase of system
temperature. In zone (b), system pressure (and
temperature) is fixed for a specific time, which
indicates the phase change of solid sulfur
to molten state. After complete melting of
sulfur at about 120°C, system pressure was
increased further until the temperature of
whole system was fixed at 150°C (at the end of
zone b). After reaching the maximum pressure
and temperature, pressure decay process was
initiated in zone (c), referring to dissolution of
hydrogen sulfide in molten sulfur. Such trend
was continued for a specific time and after
reaching the equilibrium state (P, ), system
pressure was stabilized in zone (d). In fact,
when reactor temperature was fixed at the
equilibrium condition, it was allowed to form

hydrogen polysulfide by interaction of sulfur
free radicals with hydrogen sulfide dissolved in
molten sulfur during 24 hours. According to Ji et
al. [11] initial concentration of hydrogen sulfide
in liquid sulfur can be derived by Eq. 5.

_M(Pi_Peq)Vg

¢= RTmg ©)

Where C is the concentration of hydrogen
sulfide in molten sulfur, M is the molecular
weight of hydrogen sulfide, P, is the initial
pressure of the vessel, P, is the vessel pressure
at equilibrium condition, V,is the gas injection
volume, R is the gas constant, T is the vessel
temperature and m_is the weight of solid sulfur.

After reaching the equilibrium state, as
mentioned above, un-reacted and excess
hydrogen sulfide remained on the headspace
of molten sulfur was discharged during steps
1&2. Such release was so fast and after some
minutes, concentration of hydrogen sulfide in
the stripper gas reached lower than Tppmw,
using H,S analyzer. Regarding the fast release
of gas from molten sulfur, it could be said that
it was unbounded hydrogen sulfide. Hydrogen
sulfide content released in these steps was
trapped in cadmium acetate solution. Then,
the orange trap solution containing cadmium
sulfide was replaced by a fresh colorless solution
of cadmium acetate. In continue, by sparge of
nitrogen gas into the molten sulfur, gradual
color change of trap solution was happened
and continued for about 6-7 hours, where
concentration of hydrogen sulfide detected
by H,S analyzer reached lower than Tppmw
(step 3). In this regard, despite steps 1&2, very
slow rate of hydrogen sulfide release from
solution can be attributed to decomposition
of polysulfide species in the sample. The trap
solutions of steps 1&2 and step 3 were analyzed
by lodometric Back Titration (IBT) method for
determining the hydrogen sulfide content
released in each step.

For more investigations, results obtained
by Eq. 5 were compared to analytical results
of lodometric Back Titration (IBT) method, as
shown in Table 2.
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Table 2. Results of dissolution process

Calculated

Maximum Equilibrium on- concentration
Initial H.S Initial H.S HS 9 HS bounded of H,S in Clppmw)
Run  pressure 2 2 2 HSin molten sulfur according
(mol) pressure pressure .
(bar) steps 1&2 accordingto  toeq.5
(bar) (bar) _
(mol) IBT analysis
(ppmw)
1 3 0.018 5.21 34 0.0118 0.0062 991 1100
2 25 0.015 4.2 3.2 0.0115 0.0035 560 624

As shown in Table 2, initial injection pressure
of H,S was used for estimation of initial (total)
moles of hydrogen sulfide in the system.
Maximum and equilibrium pressures of H2S
were used for calculation of C (ppmw) according
to eq. (5). H,S content in step 3 was determined
by lodometric Back Titration (IBT) analysis of the
second trap solution and then was applied for
determination of dissolved hydrogen sulfide
and polysulfide concentration in molten sulfur.

Clearly, the initial mole of injected hydrogen
sulfide was equal to sum of moles of unbonded
and bounded hydrogen sulfide in steps 1&2
and 3. In addition, the concentrations (ppmw)
obtained by eq. (5) and dissolved hydrogen
sulfide content at step 3 were in a good
agreement, while the difference of about
50-100ppmw was also reported by other
researchers [11].

4. Conclusions

Regarding the need to molten sulfur
containing dissolved hydrogen sulfide and
polysulfide in laboratories for studying
different degassing methods, this article aims
to investigate a gassing procedure at pressures
higher than atmospheric. In this study, we
applied pressures up to 3bars and allowed
the system to reach equilibrium during the
time. Outputs of system were analyzed by
lodometric Back Titration and compared with
theoretical investigations. Results showed that
there is a good agreement between results
obtained via these two approaches. Therefore,
we can conclude that molten sulfur containing
dissolved hydrogen sulfide and hydrogen

polysulfide components can be produced via
this method and be used for further processing
of degassing methods in the laboratory.
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Abstract

Spontaneous counter-current imbibition is one of the most important crude oil recovery processes
in water-wet fractured reservoirs with low matrix permeability. This paper presents a numerical
modeling of imbibition process when water is imbibed by capillarity and gravity forces in to an oil
saturated vertical cube core to examine the effect of gravity force on spontaneous imbibition. In this
modeling, it is assumed that imbibition is a diffusion process. Finite difference implicit method was
used to solve the spontaneous imbibition equations. Accuracy of the modeling is investigated with
comparison of the modeling results and the experimental data.

Keywords: Spontaneous imbibition, Counter-current imbibition, Oil recovery, Gravity force.
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1. INTRODUCTION

Many attempts have been done to examine
the imbibition’s effective parameters. The fluids
flow is complex in the fracture reservoirs, as the
fluid can flow in the porous medium, that has
low transmissibility and high capacity, and the
narrow fracture, that has high transmissibility
and low capacity. When the matrix is saturated
with non-wetting phase and wetting-phase is
in the fracture, the capillary and gravity forces
cause displacement of wetting-phase into the
porous medium, this process is called imbibition
[1]. The imbibition process can be classified into
two categories: co-current and counter-current
flows. In the counter-current imbibition, oil and
water flow in the opposite directions; in the co-
currentimbibition, waterand oil flow in the same
direction [2]. Blair (1964) modeled numerically
the 1-dimentional counter-current imbibition
process in a porous network and concluded that
the rate of imbibition is sensitive to capillary
pressure, relative permeability, oil viscosity and
initial water saturation [3]. Beckner et al. (1987)
modeled the imbibition process as a diffusion
process. He assumed that diffusion coefficient is
nonlinear and also gravity forces are ignored [4].
Behbahani et al. (2006) simulated spontaneous
countercurrent imbibition in one and two-
dimensional systems. The simulated results
matched the experimental results reported
by several authors, and they concluded that
the conventional Darcy’s law for multiphase
flow was adequate to describe spontaneous
countercurrent imbibition [2].

In this study, three-dimensional model is
presented for study of spontaneous imbibition
process. The two-phase mass balance equations
forwaterandoilusingDarcy’sequationandother
auxiliary equations are solved simultaneously
by finite difference method. Then, this model
is used to study the effect of gravity forces on
imbibition performance.

2. MATHEMATICAL FORMULATION

A mathematical formulation of the
spontaneously imbibition process is presented
here. It is assumed that the fluids and core are

incompressible. The model consists of two main
equations containing of conservation mass
equation for water and oil. Conservation mass
equation for each phase (oil and water) in x, y
and z directions in a cube core (Fig.1) is obtained
as below:

5206w) | Aty 0Cuy) | A(ug) _

1
at 0x dy 0z 0 )

0(S0) , A(tox) , Wloy)  0(uoz) _ )

¢ Jt 0x dy 0z

Water and oil velocities can be obtained
using Darcy’s law as follow:

w = K0 (%P 3)
hx uh aX ng
The total velocity for counter-current

imbibition process is zero:
(4)
ut = O

5
Upy T Uy =0 ®

by inserting Darcy’s equation in the Eq. (5):

—ko (0P, —kw (0P, _ . (6)
u_o<6—x ng> oW <6—x ng) =0

Figure. 1 Core geometry for the spontaneous imbibition
when all faces are open

Auxiliary equations are the correlation
between capillary pressure and water saturation
that can be used to replace the capillary pressure
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by saturation equations as follows:

Pew =P — Py = f(Sw) 7)
Where,

dP, dP. 0P,

Zo_Zc, 7w 8

ox ox + 0x (®)

By inserting Eq. (8) into Eq. (6):

Ky, K, k, dPc
an: _&(EPW— u—opo)‘Fu—OW
% Ko , Kuw 9)
Ho  Hw

By substituting Eq. (9) into the Darcy’s
equation, the oil and water velocities are
obtained as function of capillary pressure as
follow:

ko kg 9Pc

Uyyx = Kot + Kullg (8x(pw — Po) + E) (10)
koK dPc

Uyy = m(gy(pw - po) + W) (11)
Ky kg aPc

Uyx = Koty + Kol (gz(pw — Po) + E) (12)

Finally, by inserting above equations into Eq.
(1), the governing equation for internal blocks
will be obtained as follows:

kwk dPc
A(sw) N a(m(gx(pw —po) + W))
at 0x

kywk dPc
9(— SwKo - oPc )
N (kol-lw+ Ko (gy(pw Po) + ay)
ay
kuko ~ aPc )
s O, T ©2lPw —Po) +50)

0z

(13)

The capillary diffusivity coefficient (CDQ) is
defined as:

Kk 1 dP,
Ho 1 4 Kro P dSy

D(Sw) = — (14)

rw Ho

D is a non-linear function of water saturation.
We define the normalized water saturation as
below:

Sw _Swi

S = f(X,y, Z,t) = ﬁ
or w1

(15)

So, S is the ratio of recovered oil to the total
recoverable oil. By inserting the parameter S, Eq.
(13) converts into the following correlation:

a(s)+a 0.5,

7o Tox\ ox

e B | e [

dy ady 1 —=Swi—Sor s kop-w+kwuo dy
0

0 as Ap. kywk as
+—|D.—— |+ P-82 o= w2o =—=0
0z 0z 1 —Swi— Sor 0S\Kohw + Kwho/ 0z (16)

Ap.gy a kwko as
1-Swi— Sor'as kollw + kwp-o "ox

In order to investigate the effect of gravity,

a cube core has been modeled in z direction

(Fig.2), in this state, all surfaces except one are

impermeable. So, Eq. (16) converts into the
following correlation:

(17)

as) o as Ap.g, d kwko N
@——+——(D.—— |+ = —=0
at 0z 0z 1— Swi— Sor 0S\Kkolw +Kkwho/ 0z

Eq. (17) is discretized as following:
(18)
Dijk + 3.At
S(L,j, ™ = S(,j, " + ———=—

@. h2
Dijk+1/2.At .
_T.S(l,],k)
Di,j,k—1/2.At
4 Dibk-1/2.Ac
¢.h?
Di,jk—1/2.At
_T-S(l;];k)n+l

At Ap.g, ] < kwko

.SG,j, k + 1)+t

.S, j, k — 1)+t

+ . =S
¢@.2h 1 —Syi— Sor 9S \Kohw + KwHo
At Ap.g, 3] ( kwko
(I:’-Zh.l_swi_sorlaS ko“w+kw“o

).S(i,j,k+ 1)+t

>.S(i,j,k— Dt =0

No flow surfaces

.N-1,N

28 cm

5 2
(IR

Figure. 2 Grid geometry for 1D
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u, U, The superscript indicates the time
level. n is the old time level for which we
have a complete solution and all variables
and properties. n+1 is the new time level and
variables and properties are unknown. Eq. (18) is
valid for the internal blocks.

At the permeable surfaces in contact with
water, boundary conditions are set tobe S =1-S_,
the blocks of impermeable surfaces are
unknown so the mass balance must be written
for impermeable surfaces. Initial conditions are
equal to initial water saturation, so S=0.

At the impermeable surface (In node number N),
mass equation is given as below:

2k ko aPc 0Sw
KoMy _|_ k who (glpw — po) + "9z ) _0Sy
dz BRAPT
(19)
Eq. (19) is discretized as below:
kakog(pw - po) +
(kop-w + kw“—o)hz- (1- Swi— Sor)
2D S(i,J,N)™?! — S(4,j, N — 1)nt?
e h = (20)
Z Z
S(,j, N — S(i,j, N)?
¢ At

Finally, there are (N-1) equations for (N-1) unknown
nodes that must be solved simultaneously.

If the matrix is very low hydrophilic or the core
is too high, the capillary pressure has low effect on
imbibition process. In this section, a mathematical
formulation of the imbibition is presented, that the
capillary terms are neglected. Water and oil velocity
in z direction can be obtained using Darcy’s law, so
following equations will be obtained:

Kk [ 0Pyo
Uwz = uw < a ngz (21)
LK kro [ OPwo .
oz ™ 9z Po82z (22)
al:’w _ uWUWZ
E - = Kkrw ~ Pw8z (23)
dP U
o _ IJ'O oz _ pogz (24)

0z Kk

% _ (P, — Py,) _ Hwlwz  HoUoz Aog, (25)
0z 0z Kk  Kkp
d0P,
Zc_ 26
5y =0 (26)
Upz = ~Uwz (27)
KroKpw )
=Ap.g K| ——m—M
wE P-8 <kro Hw + KrwHo 28)

by inserting Eq. (28) into Eq. (1), the governing
equation will be obtained as follows:

o KpoKrw s
@5t a5, \ A8 Ky e ) a7
(29)
Eq. (29) is discretized as below:
S(i:j; k)n+1 - S(i’j' k)n a A krokrw
At aS P8 K Krobw + Krwho/
SG,j k+ D)™ —S(,j, k — 1D 0
2h, B (30)

Equation (30) is valid for the internal blocks.In node
number N, the mass equation must be written again,
mass equation is given as below:

2k ko ( )
Koty + Koppig B(Pw = Po (p@ 31)
dz(1 = Sor — Swi) ot

eq. (31) is discretized as below:

2kywkg

—kou + kyH (glpw — Po)_ S(,j, )™ — S(,j, N)™

dz(1 — Sgr — Sui) @ At

(32)

Finally, there are (N-1) equations for (N-1)
unknown nodes. These equations must be
solved simultaneously. MATLAB program is
used to simulate, and fig.3 shows the modeling
results.

3. RESULTS AND DISCUSSION

In order to investigate the sensitivity of
gravity on counter-current imbibition rate,
the vertical cube core was modeled by finite
difference method and using MATLAB program.
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The numerical results are compared with the
experimental data of oil recovery and simulation
results by Eclipse®-100, in Fig.3 to examine the
validity of the proposed method [2, 5].

Fig.3 shows that numerical and experimental
results are consistent, except at the end times.
The capillary or gravity forces can act as
dominant force to control the imbibition rate.

According to the matrix property and the
position of the matrix and the fracture, the
dominant force is determined. In the most
position the capillary forces are driving force
and the gravity effect can be neglected. Fig.3
and 4 show oil recovery as a function of time
for three different positions that driving force is
only capillary force, only gravity force or both of
them. Fig.3 shows oil recovery in a core with low
height, h=0.28m, here driving force is capillary
pressure and gravity force has no significant
effect.

Fig.4shows oilrecoveryinacore withh=3.0m,
in this height, the effect of gravity is significant,
also, the effect of gravity is more than capillary
effects and both of them are driving force. So,
increasing the height of core will increase the
effect of gravity and decrease the effect of
capillary forces. Neglecting the gravity force will
cause a lot of error in predicting the oil recovery
by imbibition process from high reservoirs.

1 —¥— Experimental result "
0.9 modeled result,including gravity,L=.28 m i
' modeled result, neglecting gravity L=.28 m

0.8 modeled result,neglecting capillary force

0.7f 1

0.6 1

0.5F 1

Recoverable Oil

0.4 1

0.3 4

0.2f 1

01f -

0
10 10 107 10° 10 10
Time(seconds)

Figure. 3 Comparison of experimental and simulated
results for three different positions that driving force is
only capillary force, only gravity force or both of them,

the core height=0.28m. The experimental data is from
Bourbiaux et al. [5] and Behbahani et al. [2].

0.308

modeled result,including gravity and capillary forces,L=3 m
0.3078} modeled result, neglecting gravity L=3 m
modeled result,neglecting capillary force,L=3 m

0.3076 |

0.3074

0.3072

Recoverable Oil

0.307

0.3068 [

0.3066

0.3064 L L B L 3 4
10 10 10 10 10
Time(seconds)

Figure. 4 Comparison of oil recovery as a function of time
for three different positions that driving force is only
capillary force, only gravity force or both of them, the

core height=3m.

4. CONCLUSIONS

e The oil recovery mechanism during
imbibition in cube core has been analyzed
using the conservation mass and auxiliary
equations.

e The capillary force is driving force of
imbibing the water into the matrix block
with low height.

e The effect of gravity force is significant for
oil recovery from high matrix.

e Increasing the height of core will increase
the effect of gravity and decrease the effect
of capillary forces.

5. NOMENCLATURE
CDC: Capillary diffusivity coefficient

D :Capillary diffusion coefficient [m?/s]
H :fluid [oil or water]

i :Integer denoting cell location in x-directions

j  :Integer denoting cell location in y-directions

k  :Integer denoting cell location in z-directions

K :Absolute permeability [darcy or m?]

~

: Effective permeability to fluid h [darcy or m?]
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. - Relative permeability to oil REFERENCES
. - Relative permeability to water
1.
n :Integerindicating time level “A  Mathematical
N :Total number of nodes Phenomenon
P. :Capillary pressure [Pa]
P_ :fluid h (oil or water) pressure [Pa]
P_ :Oil pressure [Pa] 2.
P, :Water pressure [Pa]
S :Normalized water saturation [fraction, m*/m?] 51.39 200
S, - Distance from the open surface to the Pp-21-39 (2005).
center of the matrix [m] 3
S, - Oil saturation at time t in position (r,z) ’ “Caleulati
[fraction,m/m’] Co?;l:e?cfrr:ent
S« : Residual oil saturation in the matrix
[fraction, m*/m?] (1964)
S, . Water saturation at time t in position (r,z) :
[fraction,m?*/m?] 4
S, - Initial water saturation in the matrix :
[fraction,m?®/m?]
T :Imbibition time [s]
u Fluidh (oil or water) velocity in x-direction
" Im/s] Texas (1987).
u,, :Oilvelocity in x-direction [m/s]
5.
oy Oil velocity in y-direction (m/s)
u,, :Oilvelocity in z-direction [m/s]
u, :Total velocity [m/s]
u, - Watervelocity in x direction [m/s]
U, : Water velocity in y direction [m/s]
u,, :-Watervelocity in z direction [m/s]
V  :Volume of the matrix [m?]
x  :Coordinate in x-direction
y :Coordinate in y-direction
z :Coordinate in z-direction
W, :Fluid hviscosity [Pa.s]
i, :Oil viscosity [Pa.s]

: Water viscosity [Pa.s]
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Abstract

Flow capacity of a gas transmission pipeline is usually affected by different parameters. In this
study several determining factor are selected for sensitivity analysis of flow capacity prediction
in IGAT-IV. These parameters include; pipeline parameters, gas parameters, system parameters,
heat transfer parameters, compression parameters and compressor fuel consumption parameters.
Detail calculation has been performed by developing a computer program by Microsoft Visual Basic.
Moreover, a computer program for generating the compressor performance curve has been written
by MATLAB. This curve has been used to designh and optimize the compressor stations. From the
present investigation, it has concluded that AGA Fully Turbulent, Colebrook-White and Weymouth
equations have the best prediction of flow rate in gas transmission pipelines. 87.85 % flow changes
due to 1% isentropic exponent change, which has a very large effect on the flow capacity. 10% to
30% flow changes due to 1% suction compressibility factor and discharge compressibility factor
change. They have large effect on the flow capacity. 1% to 10% flow changes due to 1% compressor
horsepower, compressor suction and discharge temperature and adiabatic efficiency change. They
have medium effect on the flow capacity. The other parameters have not significant effect on the
flow capacity.

Keywords: Gas Transmission Pipeline, Flow Capacity, Compression parameters, Compressor Fuel
Consumption Parameters.



| 28

Journal of Gas Technology . JGT

1. Introduction

Oil and gas are the most important sources
of energy in the world. They have prepared
about 90% of total energy that is used in
industries, homes etc. Modern people’s lives are
based on an environment in which energy plays
a main role. Oil and gas are major participants
in the study of energy, and pipelines are the
primary means by which they are transport.
These pipelines are mostly buried and operate
without distributing normal pursuits. They carry
large volume of natural gas, crude oil, and other
products in continuous streams.

During the last 60 years, the transportation
of natural gas from wells to city distribution
systems has developed from a single low-
pressure line 25 miles long, made of short
lengths of 8-inch diameter wooden pipe, to
one of the most important branches of the
petroleum and natural gas industry. Thousands
of miles of large diameter steel pipe are carrying
natural gas between the sources of supply and
points of consumption(1, 2]

Gas (or any Newtonian fluid) will flow
through a pipe as long as there is a pressure
differential between the inlet and outlet of the
pipe. For natural gas pipeline systems, two main
forces affect the movement of the gas from one
point to another: frictional and gravitational
forces. These frictional and gravitational forces
reduce the pressure (or energy) of the gas as
it moves down the pipe. In order to maintain
flow in the pipe, there must be a counteracting
force (or energy) to overcome these frictional
and gravitational forces and still maintain a
pressure differential between any point in the
pipe and the terminal point and ultimately meet
the delivery requirements of the downstream
customer[1-4].

Demissie and Zhu [5] in 2015, conducted a
literature survey of pipeline design and pipeline
operations. Rios-Mercado and Borraz-Sanchez
[6] in 2015 conducted a literature survey on
line-pack, pooling, and fuel cost minimization
problems. Demissie el al.[7] In 2017 proposed
models for gas pipeline operation, then they
have optimized these models. These models
are optimized for different structures of the

gas pipeline network. Optimization of these
models was done using NSGA-Il algorithm.
Chaczykowskia, and Zarodkiewicz [8] in 2017
Simulated the distribution of natural gas quality
for pipeline systems. The results of this model
show that gas quality has a significant impact
on pipeline inventory and pipeline capacity of
the pipeline system.

In the gas industry, the compressor frequently
provides this counteracting force or pressure
boost. Two types of compressors are used widely
in the industry: reciprocating and centrifugal
compressors. The reciprocating units boost (or
increase) the gas pressure by a direct reduction
of the gas volume through the displacement
action of its pistons (Boyle’s law). The centrifugal
units, on the other hand, increase gas pressure
by the dual process of radial acceleration of the
gas by rotating impellers and velocity reduction
by stationary diffusers (i.e., conversion of
velocity to head or pressure).The horsepower
and the changing compression ratio and the
variation of adiabatic efficiency and the ambient
temperature and the heat rate/constant and
the isentropic exponent were the heat transfer
parameters that were analyzed.

This study is the product of questions raised
from various groups and individuals within
National Iranian Gas Company (and indeed
in the rest of the industry) with respect to the
significance of various parameters and criteria
on the planning and design of pipeline facilities.
An attempt is made here to quantify the impact
of “reasonable” variations in each parameter or
criteria separately. “Reasonable” variations imply
possible variations in the design parameters
criteria that are likely to affect the physical
state, performance and cost or service of the
pipeline system during its projected service
life. Such variations may occur due to seasonal
changes (e.g. ambient temperature, thermal
conductivity), age and service (e.g. roughness,
compressor, and pipe deration), changes in the
physical state and conditions of the pipeline
system (e.g. new pipe/ compression facilities, gas
composition, terrain, etc.), or perhaps changes
in business and regulatory environment (e.g.
rate of return, interest rates, etc.)
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2. Gas transmission methods

Gas is difficult to store because of its physical
nature and needs high pressures and/or low
temperatures to increase the bulk density. It
needs to be transported immediately to its
destination after production from a reservoir.
There are a number of methods of exporting gas
energy from an isolated field for use elsewhere.
The methods include:
Gas(PNG), Liquefied Natural Gas (LNG), Gas to
Liquids (GTL), Gas to Commodity (GTC), Gas to
Wire (GTW), Compressed Natural Gas (CNG), Gas
to Solids (GTS)[9, 101.

3. Gas physical properties prediction
The physical properties of a natural gas
may be obtained directly either by laboratory
measurements or by prediction from the known
chemical composition of the gas. In the latter
case, the calculations are based on the physical
properties of individual components of the
gas and upon physical laws, often referred to
as mixing rules, relating the properties of the
components to those of the gas mixture. For
gas compressibility, factor calculation used
Standing-Katz chart that curve-fitted by Gopal.
For calculation of pseudo critical pressure and
temperature and apparent molecular weight
and heat capacity of gas mixtures used kay’s
rules. For calculation of gas thermodynamic
properties and density of gas mixtures used real
gas laws. For calculation of gas viscosity used
Lee-Gonzales-Eakin method [11-15].

4. Flow equations and correlations
for gas compressors
4.1.Adiabatic work gas compression
The pressure-volume relationship in an

adiabatic process is defined as PV"* =cte , to
calculate the work required to compress a gas
adiabatically we have this relation[14]:

—W:jV.dP (1)

Substituting for V

29
2
W = [cte™ .P'* dP
1
Moreover, after integration and further
simplification in Imperial Units:
k-1
53.28 k P *
Pipelined Natural W= G_'Tl'_k—l' (??J -1 2)

Where -Wis a Work (head) to be done on
the compressor to adiabatically compress gas
from P, to P, (ft.ib, /'1Ib,), G is a gas gravity,
dimensionless, T, is a suction temperature,(°R)
, k is an adiabatic gas exponent, dimensionless,
P is a suction pressure, psia, P, is a discharge
pressure, psia and P, /P, is a compression ratio
(CR), dimensionless.

4.2. Temperature change in adiabatic gas
compression

Inadiabaticgascompression,gastemperature
increases according to the equations described
below[15].

k-1

L _(B)Y 3
21, R

4.3.Compressor head and horsepowern

Head is the amount of work or energy
injected into the gas to raise its pressure from P,
to P, . It has the units of kJ/kg in Sl or ftib /b,
inimperial units. On the other hand, horsepower
(HP) is defined as[15]:

MassFlow . Head

= (4)
Thermal Efficiency of Compression

With some assumption and simplification [1],
we have:

k

T
HP=00857——rp4t% LI[BY 4]
k-1 2 n,|\A

1
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Where HP isanadiabatic powerrequirement,
(HP/I MMSCFD), T is a suction temperature, (°R)
, P is an adiabatic gas exponent, dimensionless,
is a suction pressure, psia, P, is a discharge
pressure, psia and P, /P, is a compression
ratio (CR), dimensionless and #_is an adiabatic
(isentropic) efficiency, which is typically in the
range of 0.75 to 0.79.

4.4.Adiabatic (isentropic) efficiency

Adiabatic (isentropic) efficiency #_is defined
as the ratio between adiabatic (isentropic) head
and the actual head as follows[14]:

B (Head)
a = (Head

adiabatic (6)

)actual

Adiabatic (isentropic) efficiency of a gas
compressor could also be represented by the
following equation[15]:

k-1

0
B

L1,

7 = )

k is normally determined at the average of
suction and discharge temperatures.

4.5. Horsepower and gas flow
From section 4.3 we have following relation:

k=t

k
HP=00857—~_p4tZ LI(BE 1 g
k=1 /N

Where HP = adiabatic power requirement,
(HP/I MMSCFD). So we can rewrite the relation in
the following form:

k—

Tk
HP _goss1r_rp 2tz LB 41 (g
Q k-1 .,

2 R
HP
0- -
k
00857 K Atz LB (10)
- 2 n,|\A

4.6.Compressor available power

The compressor power, available at pressure
and temperature of site condition is calculated
as follows:

HP,, =HPy, F, F, (a1

Where HP_ is a site available power (HP),
HP . is a sea level (ISO) power (HP), F is asite
elevation adjustment factorand F is an ambient

temperature adjustment factor.

4.7.Compressor fuel consumption
The fuel consumption of compressors is
calculated by flowing methods:

1. Use heat rate curve of compressor and
following formula:

fuel=Heat Rate, HP (12)

Where fuel is a fuel consumption (kJ/h),
Heat Rate is a heat rate (kJ/kWh) and HP is
compressor power (kW). For the relationship
between fuel and power, generally we have a
curve or correlation, which shows the heat rate
as a function of temperature and speed. With
the known speed and power, the heat rate will
be defined. Generally the standard curves have
been generated at 15 °C. In order to convert to
another temperature the following correction
factor will be used.

273.15 + Tymp

Correction Factor = \[ 288.15 .(0.9895 + 0.0007 Tymp (‘] 3)

Where T 'is ambient temperature “C.

2. Use the following formula:

fuel =4, +B, HP (14)

Where is fuel consumption (kJ/h), A, is a
fuel gas constant (f#*/day) and B, is fuel gas rate
constant (f#*/day.HP)

The fuel coefficients are related to the
compressor heat rate coefficient as follows:

4, =24 Li;{r/ (15)
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— BH
;=24 THV (16)
Where 4, is heat constant (BTU/hr) , B, is a
heat rate constant (BTU/hr.HP) and LHV is lower
heating value.
Therefore, the fuel gas flow is calculated as
follows:

B

fuel

FuelGasFl0W=24xLHVXnT (17)

Where _is turbine efficiency.

5.Impact of different parameters
on the hydraulic and flow capacity
of gas transmission pipelines

The parameters that affect flow capacity of
gas transmission pipelines are:
1.Compressor parameters

The compressor parameters are essentially
those parameters, which affect the fuel
consumption and therefore flow behavior of
the gas during transmission. The compressor
parameters are shown in Table. 1.

Table. 1: Compression parameters

Items Parameter
1 Suction pressure
2 Discharge pressure
3 Compression ratio
4 Suction temperature
5 Discharge temperature
6 Suction compressibility factor
7 Discharge compressibility factor
8 Adiabatic efficiency
9 Isentropic exponent
10 Horse power

2.Compressor fuel consumption parameters

The  compressor  fuel  consumption
parameters are essentially those parameters,
which affect the compressor fuel consumption.
These parameters are shown in Table. 2.

Table. 2: Compressor fuel consumption parameters

1 Ambient temperature adjustment factor
2 Site elevation adjustment factor

3 Gas lower heating value.

4 Heat rate curve

5 RPM of compressor

6 Turbine efficiency

7 Compressor performance curve(wheel map)

6.Case Study

For the sensivity analysis, we choose the
special part of IGAT-IV pipeline that has maximum
change in parameters. Therefore, we choose the
following part of IGAT-IV for sensivity analysis
with properties that shown in Table3 and
Table.4

Table. 3: Compression parameter for compressor#6
of IGAT IV pipeline

Compression Parameters Value
Suction pressure(psia) 947.52
Discharge pressure(psia) 1319.7
Compression patio(Pout/Pin) 1.39
Suction temperature(R) 549.66
Discharge temperature(R) 605.62
Suction compressibility factor 0.87
Discharge compressibility factor 0.89
Adiabatic efficiency 0.75
Isentropic exponent(Kin+Kout)/2 151
Horse power(hp) 73727.11
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Gas Composition

Mole Percent

Gas Composition

Mole Percent

Methane 0.9 n-Hexane 2.00E-04
Ethane 5.00E-02 n-Heptanes 2.00E-04
Propane 6.00E-03 Nitrogen 3.20E-02
n-Butane 1.00E-03 CoO, 1.00E-02
n-Pentane 6.00E-04 - -

7.Sensitivity Results

The data from IGATIV pipeline were introduced to the written program by Microsoft visual basic.
At first the physical properties of gas calculated. Then sensitivity analysis for each parameter. The
sensitivity results from generated program are shown in the following figures.
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Figure 7. The impact of compressor adiabatic efficiency
ratio change on gas flow ratio

8.Results

The main objective of this work was to
investigate the impact of different parameters
on the hydraulic and flow capacity of a gas
transmission pipelines. To achieve these
objectives, the impact of gas compression
parameters and compressor fuel consumption
parameters on the physical properties of gases
was firstly studied. The result of this study
were introduced into general flow equation
of gas transmission pipelines and compression
equations, for estimating the effect of these
changes on the hydraulic and flow capacity of
pipelines. From the present investigation, the
following results are concluded:

e All of commercial software’s get the flow as
an input data, therefore they cannot easily
used for sensitivity analysis on flow.
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Figure 6. The impact of compressor discharge

compressibility factor ratio change on gas flow ratio
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Figure 8. The impact of compressor isentropic exponent

ratio change on gas flow ratio

The fuels of compressor stations are taken
from the transmission pipelines. Therefore, it
is too important to optimize the compressor
performance. For this reason, we should use
compressor performance curve.

If horse power, suction pressure, discharge
pressure, compression ratio, suction
temperature, suction compressibility factor,
adiabatic efficiency, isentropic exponent,
turbine efficiency, gas lower heating value
increases the flow capacity increases.

If discharge temperature, discharge
compressibility factor, ambient temperature
adjustment factor, site elevation adjustment
factor, heat rate curve increases the flow
capacity decreases.

87.8578% flow changes due to 1% isentropic
exponent change. It has a very large effect
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on the flow capacity.

10% to 30% flow changes due to 1%
suction compressibility factor, discharge
compressibility factor change. They have
large effect on the flow capacity.

1% to 10% flow changes due to 1%
compressor horse power, compressor
suction and discharge temperature and
adiabatic efficiency change. They have
medium effect on the flow capacity.

0% to 0.1% flow changes due to 1%
compressor suction and discharge pressure,
compressor compression ratio change. They
have very small effect on the flow capacity.

If ambient temperature increases (decreases),
the air mass flow rate decreases (or increases)
and the power output of the compressor
decreases (or increases) .Therefore fuel
consumption of compressor increases and
then fuel gas flow increases. Increase in
fuel gas flow means decrease in gas flow of
pipeline.

If site elevation increases (or decreases), the

air mass flow rate decreases (or increases)
and the power output of the compressor
decreases (or increases). Therefore fuel
consumption of compressor increases and
then fuel gas flow increases. Increase in
fuel gas flow means decrease in gas flow of
pipeline.

If turbine efficiency increases the fuel, gas
flow decreases. Decrease in fuel gas flow
means increase in gas flow of pipeline.

If gas lower heat capacity increases, the fuel
gas flow decreases. Decrease in fuel gas flow
means increase in gas flow of pipeline.

If heat rate increases the fuel of the
compressor increases. Therefore, fuel gas
flow increases. Increase in fuel gas flow
means decrease in gas flow of pipeline.

The heatrate curveisusually plot for different
RPM of compressor with experimental data.
Therefore, the effect of RPM is dependent
on heat rate curve.

Results that are more detailed are shown in
below tables.

Table. 5: Summary of Results, Design Criteria and Parameters Impact Study

Compression Variation in Change in Flow Remarks
Parameters Parameter (MMSCFD)
Q = Gas Compressor Parameters x HP,
_________________________ !
Horse increase increase GCpP= P
power

Suction Pressure

Compression

Temperature

1% flow change for 1% parameter chang
3788.967<Q<3900.19

700 psia<Ps<1200 psia

Tk
00857 K g Ltz LB,
[ R P |

s

Stepsize=100 psia
Change=14.28%
increase

Average change per
stepsize=0.587%
increase

Suction compressibility factor, Adiabatic
efficiency, Compression ratio are change due to
change of Suction Pressure

0.04110% flow change for 1% parameter change

1300 psia<Pd<1800 psia
Stepsize=100 psia
Change=7.6923%

increase

Discharge
Pressure

3853.769<Q<3915.498
Average change per
stepsize=0.3173%
increase

Suction compressibility factor, Adiabatic
efficiency, Compression ratio are change due to
change of Suction Pressure

0.04112% flow change for 1% parameter change

1.372<CR<1.899
Change=7.6922%
ratio increase

3853.769<Q<3915.498
Average change per
stepsize=0.3173%
increase

CR change due to change of Suction and
Discharge pressure of compressor

0.0412% flow change for 1% parameter change

530 R<Ts<570 R
Stepsize=10 R
Change=1.8867%
increase

Suction

8.9454 flow change for 1% parameter change

2899.797<Q<5959.408
Average change per
stepsize=16.8781%
increase

Suction compressibility factor, Isentropic
exponent, Adiabatic efficiency are change due
to change of Suction Temperature
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Table. 6: Summary of Results, Design Criteria and Parameters Impact Study

Compression
Parameters

Variation in
Parameter

Change in Flow

(MMSCFD) Remarks

Suction Compressibility Factor

Discharge Temperature

Discharge Compressibility
Factor

Adiabatic Efficiency

Isentropic Exponent

2899.797<Q<5959.408
Average change per
stepsize=16.8781% increase

0.8681<Zs<0.8908
Change=0.6559% increase

Suction compressibility factor
change due to change of Suction
temperature

25.7323% flow change for 1% parameter change

6221.131>Q>720.1678
Average change per
stepsize=30.2032%
decrease

discharge compressibility factor,
Isentropic exponent, Adiabatic
efficiency are change due to
change of Discharge Temperature

585 R<Td<810 R
Stepsize=25R
Change=4.2735% increase

0.04110% flow change for 1% parameter change

6221.131>Q>720.1678

Average change per

stepsize=30.2032%
decrease

discharge compressibility factor
change due to change of Discharge
Temperature

0.8754<2d<0.9750
Change=2.0683% increase

14.6028% flow change for 1% parameter change

Adiabatic efficiency is change due
to change of Suction and Discharge
Temperature, Isentropic Exponent
and Suction and Discharge Pressure

6221.131>Q>720.1678
Average change per
stepsize=30.2032% increase

1.19<n,<0.14
Change=23.3303% increase

1.2945% flow change for 1% parameter change

6221.131>Q>720.1678
Average change per
stepsize=30.2032% increase

1.286<K<1.251
Change=0.3437% increase

Isentropic exponent change due to
change of Discharge Temperature

87.8578% flow change for 1% parameter change

Table. 7: Summary of Results, Design Criteria and Parameters Impact Study

Compressor Fuel Variation in R
. Change in Flow Remarks
Consumption Parameters Parameter
Ambient temperature .
HP,  =HP,,.F F
adjustment factor increase decrease ) e so-Fy L
Site elevation adjustment .
! v flactor Ju increase decrease HF,, = HBy, .F,.F,
fuel = HeatRate. Hp
Heat Rate Curve increase decrease 0. =0, — fuel
O = Gas Compressor Parameters x HP,
RPM of compressor e e Depend on Heat Rate curve
Turbine Effici i i FuelGasFlow Juel
urbine Efficienc increase increase e
Y 24x LHV =1,
Gas Lower Heating Value increase increase




E
- HP sea level (ISO) power (HP)
9.Conclusions 150 P
Main flow capacity parameters are selected 1, adiabatic (isentropic) efficiency (-)
in this study and their impact is investigated I
on one of the Iranian gas trunk line. These z compressibility factor ()
parameters includes pipeline variables, gas F site elevation adjustment factor (-)
properties, system limitations, heat transfer ) ‘
factors, compressor variables and parameters. ambient temperature adjustment factor ()
The results of sensitivity analysis are utilized 4, fuel gas constant ( ft*/day)
by compression equations, for prognosticating '
of the selected factor effeteness on the gas B, fuel gas rate constant( ft*/day.HP)
plpelllnes flow capaaty. In this study for 4, heat constant (BTU/hr)
making the calculation re a computer program
is developed VB. Input data of developed B, heat rate constant (BTU/hr.HP)
program were selected from IGAT-IV pipeline . - i
data has been used as an inlet data for our Tr Turbine efficiency (-
developed program. This research highlighted
that Fully Turbulent AGA, Colebrook-White and ~ Abbreviation

Weymouth equations predicts the flow rate
of the gas transmission pipelines by a good
accuracy.
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Nomenclature Symbol

P Pressure (pisa)

P, suction pressure (psia)

P, discharge pressure (psia)
T Temperature (°R)

T, suction temperature (°R)
T, discharge pressure (°R)

T . ambient temperature (°C)
w Work ((f2.1b,/Ib,))

G gas gravity (-)

k adiabatic gas exponent (-)
HP compressor power ( HP/I| MMSCFD )
HP_, site available power (HP)

PNG Pipelined Natural Gas(-)
LNG Liquefied Natural Gas (-)
GTL Gas to Liquids (-)

GTC Gas to Commodity (-)
GTW Gas to Wire (-)

GTS Gas to Solids (-)

HP Horsepower (kW)

CR compression ratio (-)
LHV lower heating value(-)
VB Visual Basic (-)
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Abstract

In this work computational fluid dynamics is used to describe the fluid flow across a randomly
packed absorption tower. The CFD simulation method is employed on a packed tower that is packed
with 1cm Raschig rings. Tower is 175cm in height. Air flow rate range was 1.5 to 5 m/s. The measured
pressure drops were in 1.5 to 12 Pascal per height of tower in meter. The Klerk’s approach is examined
to define the influence of confining walls on pressure drop in packed areas. It is concluded that CFD
model that uses the Klerk’s definition of radial porosity distribution is a successful way for pressure
drop prediction in packed beds. Model prediction of dry pressure drop is about 4% lower than the
experimental measurements. Ergun’s pressure drop prediction is compared with that of Reichelt’s
using averaged and distributed porosity profiles. In both methods Ergun’s approach in comparison
with Reichelt’s approach has %6 lesser error in dry pressure drop prediction.

Keywords: pressure drop, absorption packed tower, random packing, computational fluid dynamics.
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1. INTRODUCTION

It is more than several decades that packed
towers are widely used in chemical and
petrochemical industries for gas absorption,
distillation, and liquid-liquid  extraction
processes. In view of energy consumption
pressure drop is an important parameter in
packed tower design and selection of fluid
flow equipment such as fans or blowers,
compressors and pumps. Dry pressure drop is
also an important design parameter in packed
towers because it is required for wet pressure
drop and packing capacity
evaluation [1].

Many pressure drop relations which are

estimations

function of gas velocity and packed area
properties are available in the literature [2-6].
The most famous one of them can be Ergun
pressure drop relation for packed beds when
just one phase flow through void spaces, which
have been obtained experimentally [7]. Studies
on the flow of Newtonian and non-Newtonian
fluids through packed columns show the
influence of confining walls on pressure drop
prediction [8, 9]

Reichelt correlation [10] is one of the Ergun-
type equations, which considered wall effect
in pressure drop prediction equation by the
terms A and B. Table 1 shows the pressure drop
relations applied in this article. Eisfeld and
Schnitzlein (2001) [11] compared the pressure
drop correlations of Ergun’s, Reichelt’s, and
the other approaches. Riechelt’s approach was
found more successful than others in small
column diameter to packing diameter ratios
(smaller than 10). Atmakidis and kenig (2009)
[12] compared no-considering wall effect.
Ergun’s general approach with considering
wall effect approaches such as Reichelt’s in
the CFD simulation of spherical packing in the

packed bed with 1 and 7 column diameter to
packing diameter ratios. Consideration of wall
effects approaches were found more successful
in pressure drop prediction than others in real
geometry of packed bed simulation. In recent
decades CFD is applied to solve complex
calculations in packed towers.
solves engineering problems
with an acceptable accuracy and reduces
experimental costs, whilst makes available more
local information which may not be attainable
experimentally [13]. Packed towers simulation

Numerical
simulation

complexity is due to complex geometry of void
spaces in randomly packed towers.

Two numerical approaches are applied to
study transport phenomena in packed towers:
first, considering exact geometry of packed bed
which obtain by tomographic-based methods
with high costs [12, 14]. In the second approach
packed section is considered as porous media.
Fluid flow governing equations and pressure
drop correlations are applied to calculate
fluid- solid interactions. Local phenomena
is described as functions of radial and axial
distribution of parameters [12]. Local voidage
variation is one of the important parameters
in simulation geometry description [15]. Most
of the studies has resulted oscillatory damped
behavior for radial porosity variation in packed
sections [16, 17]. de Klerk [16] described radial
porosity distribution by sinusoidal oscillatory
damped function with exponential function
near confining walls. Many researchers [18-23]
applied second approach to model industrial
packed towers with spherical and non-spherical
packing such as Pall ring and Berl saddle in two
dimensional (2D) and macro scale simulations.
In this article, 3D CFD method in Eulerian-
Eulerian frame is used to simulate a pilot scale
tower that randomly packed with Raschig rings.
Dry pressure drop is investigated
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Table 1. Pressure drop predicting correlations

Wall effect

Correlation Constants . Ref.
correction
Ap (1—e)? u (1 -¢e)pg
1 — =150 —————=U+1 75— T2 No Ergun(7]
Z €3 (qu)s) e3Dp0s
2 2 ( D ) 1-9
_ _ an)
2 Ap 15447 (1 -¢) L4 -9 P Yes  |Reichelt[10]
z Re &3 B &3 dp 2
B =]1.15 <3> + 0.87 ]

In this study and validated experimentally.
de Klerk’s approach is applied to describe radial
porosity distribution. Results has compared with
simulation without wall effect consideration. In
addition Ergun’s approach is compared with
Reichelt’'sapproachin fluid flow resistance across
the packed areas in tower diameter to packing
effective diameter ratio approximately17.

2. Experimental procedure

Figure 1 shows experimental set-up used
in this research. The column is 1.75m in height
and 0.05m in diameter. The column has two
separated packed sections. Each packed with
approximately 1cm Raschig rings. Tower
diameter to packing effective diameter ratio is
about 17. Voidage measurements carried out
by sudden stop of water supply and measured
collected water volume. Air supplied at the
bottom of column. Manometer was used for
column pressure drop measurements along
the column. Air flow measured by calibrated
rotameter. Effective diameter of packing
element is used to apply packing shape effect
of non-spherical packed beds on pressure drop
correlation [24]. EQ.3 and 4 show effective
packing diameter, d , relations with sphericity
factor, @, spherical equivalent diameter of
packing, D, and specific surface of a packing a .

Sp
"= 3)
6
dp = Dp¢5 = (4)

;l;:snutl:l

PG

P-5

T

P-4

T L

P-3

manometer

P2

7y

p-1

Air compressor

—3 cm—

m Gas inlet

P

S

Figure 1. Schematic of experimental set up.

3. Mathematical models

3.1 Fluid dynamic equations

The governing equations describing the gas
flow through the packed area are the volume
averaged continuity and momentum equations:

Continuity Equation;

9
g¢ ErP) + V- {e(ypU —2Vy)} =0 (5)
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Momentum Equation;

(6)
d
50 ErPU) + V{ey (pUU — (VU + (VU)T))} = ey(B — Vp)

Where:

The porosity of the packing area, ¢, the
volume fraction occupied by a phase, y, the
fluid density, p, the effective viscosity, u , the
dispersion coefficient, t, the interstitial velocity
vector, U, the body force (including the gravity
and the flow resistance offered by the packing
elements), B, the pressure, p complete continuity
and momentum equations

3.2 Body force in packed area

Meandrous spaces in packed areas make
resistance to fluid flowing. Body force includes
the gravitational force pg, In addition the
resistance increased by the solid packing
elements. In this equation (eq.7) R is resistance
tensor. Resistance tensor is predictable from
pressure drop By Darcy’s low (eq.8).

B=pg+R.U (7)
U=-R1.VP (8)

In this article, pressure drop correlations in
Ergun’s approach (eq.1) and Reichelt’s approach
(eq.2) is examined to define gas resistance
flowing across the packed areas.

3.3 Porosity distribution

As explained in first section, the influence of
confining walls on pressure drop of any packed
area is the subject of many studies [11, 17]. Wall
effect is defined as radial porosity distribution
caused flow tendency near confining walls.
Many studies carried out to define radial porosity
distribution in packed beds [17], but there isn’t
any equation described this distribution for
all kinds of packing. In this study, de Klerk’s
approach (eq.13) and packing effective diameter
calculations are applied to define radial porosity
distribution of packed column of Raschig rings.

(9a)

e(r) =2.14a%>-2.53a+1 ,a <0.637 (9b)

(90)

&(r) = 5+ 0.29 exp(-0.6a). [cos( )} +0.15exp(-09a) ,a > 0.637

2
3n(a - 0.16)

4. CFD Simulation

Packed tower described in previous section is
appliedinsimulation. Table 2 shows geometrical
properties of packed areas in experimental set-

up.

Table 2. Packed area properties.

Effective diameter of the packing
0.28
element, cm
Porosity of upper packed area 0.6904
Porosity of lower packed area 0.8303

4.1 Geometry of packed tower

Fig. 2-(a) illustrates three dimensional (3D)
geometry of absorption tower with two
separated packed areas with exact geometry of
gas inlet and outlet. In this simulation packed
areas with Raschig rings have been modeled
by porous media with fluid flow resistance.
Averaged experimental data of porosity has
been used in simulation without wall effect
consideration.

4.2 Meshing

Figure 2-(b) shows meshed structure of
packed absorption tower. Fine and distributed
unstructured meshing has beenapplied specially
in characteristic places such as near confining
wall, fluid inlet, fluid outlet and distributer holes.
The effect of the mesh number was examined
on dry pressure drop results in four number of
nodes 641908, 707764, 748879, 834808.
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Gas outlet l
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Lo ..

=
Gasinlet —°

Ao

Figure 2. Packed column: (a) geometry and (b) mesh structure

4.3 Fluid flow regime and boundary
conditions

Reynolds number calculations shows laminar
and transient flow regimes along the tower.
Turbulence effect is ignored in the simulation.
Fluid velocity is used for inlet condition and
constant pressure is used for outlet condition.
No-slip condition is used for walls.

5. Result and discussion

5.1 Porosity Effect

In packed reactors it is accepted that radial
porosity distribution, &(r), is a function of
packing diameters but by changing diameter
the average porosity remains a constant value at
about 0.4. However, the average axial porosity,
&(z) is varied by repacking in industrial towers
with large diameters [20, 25]. Fig.3 illustrates 2D
radial porosity distribution has been used by
software in x-y coordination.

Radial porosity distribution

1.00E+00
9.00E-01
8.00E-01
7.00E-01
6.00E-01
5.00E-01
4.00E-01 ¢
3.00E-01
2.00E-01
1.00E-01

0.00E+00
0.00E+00 5.00E-03 1.00E-02 1.50E-02 2.00E-02 2.50E-02

1 (m)

Volume porosity

—e—Radial porosity distribution

Figure 3. Porosity data generated by CFD model: radial

5.2 Wall Effect and pressure drop

CFD simulation was used to calculate
pressure drop in the packed tower. The results
compared with experimental data for the
model validation in Fig. 4. Fig. 4 demonstrates
with increasing gas velocity effects of transient
behavior is more profound on the pressure
drop. At low gas velocity the experimental data
and predicted results are close to each other



Volume.3/Issue.1/ January 2018

43

but the difference increases at higher gas flow
rates; in other word wall effect becomes more
characteristic by increase in fluid flow velocity in
transient flow regime. Fig.4-(a) shows simulation
results using Ergun’s, Eq. 1, and de Klerk’s, Eq. 13
and 14, equations. Fig.4-(b) shows simulation
results using Reichelt’s, Eq. 2, and de Klerk’s, Eq.

11.5
[ ]
10.5 P
9.5 Vi
8.5 it
= 7.5 ’
E ’
‘" 6.5 o
a9 7/
= 55 ,
~N ’
E 4.5 »
< 35 PRt
2.5 P '
1.5 0.
0.5
050 05 1 15 2 253 35 4 45 5 55
U gas (m/s)
® Experimental data
= = = CFD-Ergun- Kklerk
--------- CFD-Ergun- e const

(a)

13 and 14, equations. Experimental dry pressure
drop is included as well. The figures show
that using wall effect relations give a pressure
drop estimation with a lesser difference from
experimental data. It shows that combination
of Ergun-Klerk relation gives more accurate data
and therefore is more favorable.

12
®
10 7’
.
s
-~
= 8
£ 7
= ’
& 6 ./ ’
<4 .-
2
0
2 3 4 5 6
U gas (m/s)
® Experimental data
--------- CFD- Rich- e const
— = = CFD-Rich-Klerk

(b)

Figure 4. Wall effect considering by de Klerk’s approach study for simulations with pressure drop predicting equations:
(a) Ergun (b) Reichelt

In Fig.5 CFD estimated pressure drop data
has compared with experimental data. Ergun’s
approach in pressure drop prediction was more
successful than Reichelt’s approach in fluid

flow resistance description in packed column
with column diameter to effective diameter of
packing ratio of 17.

Figure 5. Comparison between Ergun’s and Reichelt’s approaches in fluid flow resistance description for packed column

12
11 P
10 P
- -
= 9? Phe
E L
= 8 P
= -
e 7 ’/
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g ¢ - 4,
- 5 Pt
-.
4 -«
3
2
2 2.5 3 3.5 4 4.5 5 5.5
U gas (m/s)
® Experimental data — — — CFD-Ergun-Klerk -------- CFD- Rich- Klerk

with Raschig rings
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The CFD models errors prediction is illustrated
in Fig 6. The de Klerk’s approach is about 56%
more successful in predicting experimental
data regardless of not using wall effect. The
de Klerk’s description of packed bed geometry
has just 4% error (Fig.6 a and b). Using Reichelt’s
approach to describe fluid flow resistance with

Parity chart - Ergun / constant
porosity model
- 14
£ :
£ 12
-

210
=
-+
E 8
S ¥ ]
26
= £y
B4 s
<
£ 4
@
%o

0 5 10 15

Predicted pressure drop (Pa/m)
® data o ceeeeeees 60%
Figure. 6a
Parity chart- Ergun / de Klerk
porosity model
- 14
£
£n
=
Z 10
-
5 s
g
& 6
=
g 4
2 2
&
=
0
0 5 10 15

Predicted pressure drop (Pa/m)

Figure. 6b

wall effect consideration become about 50%
more successful in experimental data prediction
but has about 10% error yet (Fig.6 c and d). Fig.6
b and d demonstrate simulation by general
Ergun’s approach in resistance description is
6% more successful than Reichelt’s approach in
pressure drop prediction.

Parity chart- Reichelt/ de Klerk
porosity model
14
E
& 12
&
=z .
S 10
=
=
E 8
S [}
5 6 .
£ 4 .
c .
g )
&
= 0
0 5 10 15
Predicted pressure drop (Pa/m)
® data e 10%
Figure. 6¢
Parity chart- Reichelt / constant
porosity
25
)
=
& 20
=3
2
=
g 15
2
g
= 10 .
& -
-
E R
£ 5
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&
=
0
0 5 10 15
Predicted pressure drop (Pa/m)
® data  crereeees 60%
Figure. 6d

Figure 6. The CFD model prediction validation study: (a) and (b) Ergun’s approach in resistance description with and
without wall effect consideration, respectively. (c) and (d) Reichelt’s approach in resistance
description with and without wall effect consideration, respectively.
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6. Conclusion

In this article packed tower with Raschig
rings in pilot scale has been simulated by using
porous with resistance model. Wall effect
phenomena is examined by de Klerk’s approach
for effective diameter of packing element. In
addition, Ergun’s and Reichelt’s approaches are
examined to describe flow resistance across the
packed area. Simulation and modeling validated
for dry pressure drop experimentally.

Simulation of packed bed geometry in
packed tower with Raschig rings illustrates
that wall effect has characteristic role in
pressure drop prediction in packed column
with column diameter to effective diameter
of packing ratio 17. Tomographic experiments
is costly and calculation the exact meandrous
spaces of packed areas requests advance
computation power. de Klerk’s approach and
effective diameter of a packing calculation
was successful in description of Raschig rings
packed bed geometry. Although approved
Reichelt equation is successful to predict
pressure drop in low column diameter to
effective diameter of packing ratios, this study
demonstrates general Ergun’s approach is more
successful than Reichelt’s approach to describe
fluid flow resistance across the packed area in
high column diameter to effective diameter of
packing ratio 17.
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Nomenclature

A B Coefficients of pressure drop equations (-)
a Nondimensional distance from the wall (-)
a, Specific surface of a particle (m™)

B Body force (N)

45
D Column diameter (m)
D, Equivalent spherical diameter (m)
d, Particle diameter (m)
G Gas flow rate (Kg/ m?. s)
g Acceleration due to gravity (m/s?)
Ap Pressure drop across packed bed (Pa)
R Resistance tensor kg s'm?
R Column radius (m)
- Radial position relative to the column
center line (m)
Sp Surface area of particle (m?)
U Superficial gas velocity (m/s)
us Superficial fluid velocity (m/s)
Vp Volume of particle (m?)
Z Height of packed bed (m)

Greek letters

u Dynamic viscosity (N s/m?)

€ Porosity (-)

eb Porosity in the absence of wall effects (-)
Y Volume fraction(-)

p Density (kg/m?)

g Gas density (kg/m?)
D, Sphericity coefficient (-)

2 Dispersion coefficient vector, kgm's™
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Abstract

In this study, PES/Pebax composite membranes were prepared by coating the porous PES support
layers by Pebax-1657. Film casting and pouring methods were used for coating Pebax layer. The
effects of coating technique and conditions including coating solution concentration and curing
temperature on CO, and CH, gas permeabilities of prepared composite membranes were investigated.
SEM images were used to investigate the structure of the prepared membranes. Pure CH, and
CO, gases were used to investigate the gas permeation properties of the prepared membranes
at different trans-membrane pressures (1-11 bar) and feed temperatures (25-55°C). The obtained
data showed that the prepared PES supports did not provide any CO,/CH, selectivity. The results
also showed the CO,/CH, selectivity for the membrane prepared via pouring technique was higher
than that of the film casting procedure due to the defect-free Pebax layer formation. CO, and CH,
permeance increased as the feed temperature increased from 25 to 55°C. The results also showed that
CO, permeance increased from 6.8 to 10.1 GPU with an increase in feed pressure from 2 to 12 barg,
while CH, permeance remained almost constant and CO,/CH, selectivity increased from 27 to 42.

Keywords: Pebax, Composite membrane, CO, separation, Coating method, Feed pressure,
temperature.
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1. INTRODUCTION

Membrane gas separation has been
interested by many researchers due to the
advantages of the membrane systems. Natural
gas sweetening, including separation of carbon
dioxide and hydrogen sulfide from the natural
gas, is an example of membrane application in
gas separation (Yampolskii and Freeman, 2010).

Inorganic membranes containing ceramic
or metal membranes and organic membranes
such as cellulose acetate, polysulfone (PSf),
polyethersulfone (PES) and polyetherimide
(PEl) have been investigated for gas separation
applications (Ismail et al, 2015). Organic
materials have been used and studied more
than inorganic materials due to their low cost
and simplicity in the membrane preparation.

Polymers used in the membrane preparation
are divided into two groups of glassy and
rubbery polymers. Glassy polymers are those
polymers that their glass transition temperature
is higher than the operating temperature;
and in rubbery polymers, the glass transition
temperature is lower than the operating
temperature (Baker,2004). The behavior of these
two polymers in gas separation is different and
for rubbery polymers the difference between
gases’ solubility in polymer is the key parameter
of separation. The solubility of condensable
gases such as carbon dioxide is often more than
that of gases with low condensability, such as
methane (Matsuura, 1993).

Selectivity and permeability are two
important parameters in the membrane gas
separation, and when they are high, it shows the
high performance of the membrane. There is a
limit to the polymeric membrane performance
and it is the reveres behavior of selectivity
and permeability. High permeability of the
membranes leads to the low selectivity and vice
versa. Robeson has examined this behavior and
provided some diagrams for the used polymers
and different gas separations which are known
as the Robeson’s upper bounds (Robeson,
2008) and new synthetic membranes are often
compared with these plots.

Studies on the use of membranes for

gas separation applications usually include,
synthesis of new polymers with higher selectivity
and permeability (Wijenayake et al, 2014),
addition of inorganic or organic additives into
the membranes (mixed matrix membranes) to
increase their performance [7-16], examining the
effect of operating and preparation conditions
on the membrane separation performance
(Choi et al,, 2010) and preparation of multi-
layer composite membranes to improve the
membrane performance (Ren et al.,, 2012, Li et
al., 2013b, Ramon et al., 2012, Yong et al., 2013)

Composite membranes that have been used
in many studies include coating of at least one
polymerlayer on the surface of another polymer.
The upper layer is usually a rubbery polymer
that is coated on the substrate (sublayer) which
is a glassy polymer (Vankelecom et al.,, 1999).
The upper layer is used for the two following
purposes:

e Enhancing the selectivity with coating the
pores and surface defects in the bottom
layer

e Using the upper layer as a selective layer
for gas separations.

In the second case, the upper layer acts as a
selective layer. The bottom layerwhichis a glassy
polymer acts as an anchoring and guarantees
the mechanical strength of the membrane. The
upper layer which is a very thin layer also leads to
the membrane selectivity. If the thickness of the
upper layer decreases, then the permeance of
the resulting membrane will increase. However,
if the thickness of the selective layer decreases
much, the probability of the defectless coating
will decrease and in the case of defect in
the upper layer, the selectivity will decrease.
Some studies have been done on the effects
of effective factors on the performance of the
composite membranes such as preparation
conditions  (coating method) (Madaeni et
al.,, 2013, Kargari et al.,, 2014, Choi et al., 2015),
sublayer characteristics (Ramon et al., 2012, Zhu
et al,, 2015), upper layer thickness and using the
middle layer (Li et al., 2013a).

There are several methods to prepare
composite membranes (Ismail et al., 2015, Baker,
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2004) such as casting, dip-coating and interfacial
polymerization. For example, for hollow fiber
membrane preparation, using the dip-coating
method is more effective. Extrusion and press
method are also used for making composite
membranes (Bennett et al., 1997). Madaeni et
al. (Madaeni et al., 2013) studied the effect of
coating method (film casting and dip-coating
methods) on gas separation performance of
PDMS/PES composite membranes. In the film
casting method, top layer materials are coated
on the surface of substrate by film applicators
or home-made blades. In dip-coating, the top
layer is formed by immersing substrate in an
appropriate polymer solution. They concluded
that for similar concentration of coating solution
in single coating, selectivity for the membrane
prepared via film casting technique was higher
compared to that of the dip-coating procedure
due to the thicker coated layer in film casting
method. However, its permeability was lower.

In recent years, a huge number of studies
focused on development of PEO-based
membranes for gas separation. These studies
have eventuated in different grades of Pebax
such as 1074, 1657, 2533, and 3533 (Li et al., 2013b,
Reijerkerk et al., 2011, Car et al., 2008a, Car et al.,
2008b, Murali et al.,, 2014, Murali et al., 2010, Liu
et al., 2004, Nafisi and Hiagg, 2014, Scofield et
al.,, 2016, Mosleh et al., 2015). These copolymers
have been used as pure or mixed with other
ingredients for membrane gas separation
applications (Cheng et al., 2015, Cheng et al.,
2016, Lillepidrg et al., 2016).

Pebax as a rubbery polymer has been used for
CO,/CH, separation in recent studies (Ren et al,,
2012, Scofield et al., 2016). Pebax is a copolymer
that is formed from the soft segments of
polyethylene oxide and the hard segments of
polyamide and according to the type and ratio of
these two parts, there are commercially various
types of them that have been investigated by
researchers in gas separation applications (Li
et al, 2013b, Reijerkerk et al., 2011, Murali et
al, 2010, Car et al., 2008a, Murali et al, 2014,
Nafisi and Hiagg, 2014). This copolymer tends
to absorb carbon dioxide, because it contains
carboxyl groups and it is used to separate this
gas from light gases such as methane. Usually,

it is used as a coating layer on a porous surface
called a composite membrane. In this case, a
thin layer of Pebax performs the separation as a
selective layer.

In this study, PES was selected as support
and commercial Poly (amide-6-b-ethylene
oxide) (Pebax MH 1657) copolymer, composed
of 60 wt% of PEO and 40 wt% of PA6 (nylon-6),
was selected as selective layer to prepare flat
sheet Pebax/PES composite membranes. The
main purpose of this study was investigating
the effect of coating method on performance
of Pebax/PES composite membrane for CO,/
CH, gas separation. Film casting and pouring
methods were used to coat the Pebax layer on
PES supports. The effect of feed pressure and
temperature on gas separation properties of
prepared membrane was also investigated.

2. Experimental

A. Materials

Pebax-1657 which is a copolymer and is
composed of polyamide and polyethylene
oxide and PES were provided by Arkema Inc.,
France. Ethanol (EtOH) and dimethyleformamid
(DMF) were purchased from Merck Co., Germany,
and used as solvents in this study. The gas
permeation experiments were conducted using
pure CH, and CO, gases with purity of 99.99%.

B. Preparation of Pebax dense membrane

Pebax-1657 copolymer was dried in an oven
at 60°C for 48 h to remove moisture content
in the polymer. 4wt% Pebax-1657 solution was
prepared by gradually adding Pebax pellets
into the solvent mixture of ethanol/water
(70/30 vol/vol). For the complete dissolution
of polymer pellets, the solution was vigorously
stirred and kept under reflux at 75°C for 4 h.
Since the polymer does not dissolve in the
ethanol/water mixture at low temperatures,
the temperature control plays a key role in the
solution preparation. After complete dissolution
of polymer, the solution was gradually cooled
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to the room temperature.

Solution casting and solvent evaporation
techniques were used to prepare the dense
films. Bubble free Pebax solution was cast
on the uniform and clear glass plate and the
solvent was evaporated to obtain a dense film.
For complete removing the trace amount of
solvent in the membrane, the obtained dense
film was further dried at ambient temperature
for 24 h and subsequently dried in the oven at
40°Cfor 24 h.

C. Preparation of composite membranes

Composite membranes were prepared by
coating the selective thin layer of Pebax on
the surface of PES porous supports. PES porous
support membranes were also prepared by
phase inversion technique. 18wt% PES solution
was prepared by dissolving the polymer in DMF
solvent under constant mechanical stirring
speed of 200 rpm at ambient temperature. The
completely dissolved polymer solution was
sonicated for 6 h to remove the air bubbles. The
homogeneous and bubble free solution was
cast on the glass plate with the indigenously
designed casting knife. The prepared films
were immersed in distilled water bath for
precipitation. Subsequently, membranes were
immersed in fresh distilled water for 24 h for
complete removal of solvent. The prepared
membranes were dried for 24 h at ambient
temperature. Dried and porous PES support
layers were tested with pure gases.

The composite membranes were prepared
by coating Pebax solution on the PES porous
sublayers. Casting method and pouring were
used in this study to coat the Pebax layer. In
casting method, considering the porous nature
of the substrate and the low thickness of the
selective layer, it is difficult to obtain defect-
free coated surface. In pouring method, PES
membranes were attached to the glass plate
and kept at an angle of 45°C . Using a dropper,
specific amount of bubble-free Pebax solution
was dropped on the PES surface. Membranes
were dried at room temperature for 24 h. After
that, membranes were kept in the oven at 40°C
for24 h.

D. Pure gases permeability

Gas permeation tests were performed
using a constant pressure - variable volume
system described elsewhere (Ismail and Lai,
2003). The membrane to be tested is placed
into the membrane test cell with an effective
permeation area of 13.5cm? The feed gas, CO,
or CH, was passed on the upstream side of
the membrane and the desired pressure was
maintained. The downstream side pressure was
ambient pressure. By measuring the volume
changes with the time (Q), the gas permeability
is calculated from the Eq. 1.

P:[ O.L ][273.15)(192] ()
A(pl_pz) T 76

Ideal  selectivity  (permselectivity) of
membranes is calculated as the ratio of gas
permeabilities:

P

__¢o
Cco,icn, = P
CH,

2)

where P is the permeability coefficient, barrer
(1barrer=10"°cm?(STP).cm/cm’.s.cmHg), Qis the
permeation flow rate (cm3/s), L is thickness of
the membrane (cm), Ais the effective membrane
area (cm?), p, and p, are the absolute pressure
(cmHg) of two sides of the membrane, and T (K)
is the absolute temperature of tested gas. If the
thickness of the active layer of membrane is not
measured accurately, the permeance (P/L) of
the gases is calculated. The gas permeance unit
is GPU (1GPU=10° cm*(STP)/cm?.s.cmHgq).

Membranes were tested four times with
each gas to determine the repeatability and
consistency of results. In composite membranes,
coating solution penetrates into the pores
of the substrate, hence, it is not possible to
determine the exact thickness of the effective
selective layer. Therefore the permeance data
was reported instead of the permeability in
tables and charts.
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E. Scanning electron microscopy (SEM)

The SEM images were used to see the
structure of prepared membranes. Scanning
electron microscopy (SEM) images were also
used to measure the thickness of the Pebax
layer in composite membranes. SEM images
of PES supports and composite membranes
were taken with a HITACHI Model TM3000 SEM
machine. Membranes were fractured in liquid
nitrogen to obtain clean cut for cross sectional
view. The samples were then gold sputtered for
producing electrical conductivity.

3. Results and discussion
A. SEMimages of synthesized membranes

Figs. 1 and 2 present the SEM images of
support layer without coating and composite
membranes that were synthesized and used
in this study. Surface images were shown in
Fig. 1. Fig. 1a presents the PES support that was
porous and the surface pores can be seen in the
images. Different solvents used for the polymer
solution behave differently during phase

NL D45 x25% 30um
NL D4.5 x2.5k 30um

inversion, which might also affect the porous
structure of membrane. Fig. 1b presents the
composite membrane surface. As can be seen,
after coating, there is no pores on composite
membrane surface and the surface is smooth.

SEM images of composite membrane surface
demonstrated that the dense Pebax layer was
coated uniformly on the surface of porous
support membranes.

Fig. 2 presents the cross sectional images of
composite and Pebax dense membranes. Based
on the cross sectional images, no splits were
found at the interface between the Pebax layer
and the supports. Composite membranes were
synthesized by varying the active layer thickness
by coating with different thicknesses of Pebax
solution on the sublayers. Figs. 2a, 2b and 2c
present cross sectional SEM images that were
made with two coating methods. The active
layer thicknesses were different. Fig. 2a presents
the cross sectional image of membrane that
was prepared by pouring method and Figs. 2b
and 2c present the cross sectional images of
membranes that were prepared by film casting
method. The top layer thicknesses in Figs. 2b
and 2c were different.and 2c were different.

ML (40 x O o
NL D4.5 x2.5k 30pm

Figure 1. SEM images of (a) PES support surface and (b) composite membrane surface
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Figure 2. SEM cross sectional images of PES/Pebax composite membranes; (a) prepared by pouring method,
(b, c) prepared by film casting method with different Pebax thicknesses

B. Pure gas permeation test thatwas synthesized by phase inversion method.

Permeances of both CH, and CO, gases for PES

Pure CH, and CO, gases were used to  membrane at feed pressure and temperature of

determine the performance of the synthesized 1 barg (gauge pressure) and 25°C were shown in

membranes. Initially, gas permeation properties  Table 1, which reveals that the support layer has
were determined for the porous PES membrane  less resistance for the gas permeation.

Table 1. CO, and CH, pure gas test results of supports and dense Pebax membranes

Membrane sample CO, permeance (GPU) CO,/CH, selectivity

PES support 3700 £50 1.0

Dense Pebax 1.3+0.05 26
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The Pebax dense membrane that was
prepared with thickness of 50um was also
tested to measure the Pebax permeability at
feed pressure and temperature of 4 barg and
25 °C and the obtained data was presented in
Table 1. By considering the thickness of Pebax
membrane (50 um) that was determined by a
digital micrometer, the permeability of carbon
dioxide was 65 barrer. The CO, permeability for
Pebax 1657 was reported as 55.8 and 72 barrer in
other studies (Murali et al., 2014, Li et al., 2013b).
As shown in Table 1, for support layer without
coating, there was no selectivity because of its
high porosity.

The properties of CO, and CH, gases have
beenlistedin Table 2.1t could be understood that
the permeability of gases in rubbery membranes
was mainly controlled by sorption and solubility.
As mentioned previously, Pebax is a rubbery
polymer and according to Table 2, due to the
higher critical temperature of CO, than CH4,
that means the higher condensability of CO,,
the permeance of CO, should be much higher
than CH, as it has been proved from Table 1. For
Pebax dense membrane the CO,/CH, selectivity

was 26 as shown in Table 1.
C. Effect of top layer coating method

One of the most important factors that
affect permeation properties of composite
membranes is coating technique. Film casting
and pouring methods that are commonly used
in composite membranes preparation, were
compared in this study and the best method
that has shown better separation properties has
been introduced. Membranes were prepared by
two methods of film casting and pouring and
were tested by methane and carbon dioxide
pure gases. In both methods, 4wt% Pebax
solution in ethanol/water (70/30 vol/vol) is used
for coating. In casting method the membranes
was prepared by two different top layer
thicknesses. For this purpose, different Pebax
film thicknesses are considered for casting. After
drying, the thickness of the upper layer has
been identified by composite membranes cross
sectional SEM images. The obtained results are
presented in Table 3.

Table 2. Physical properties of CO, and CH, gases

Critical volume

Kinetic diameter .
Critical temperature

Gas A

(cm3/mol) (4 (K)
CO2 94.07 3.30 304.12
CH 98.6 3.82 190.56

Table 3. Pure CO, and CH, permeances of Pebax/PES composite membranes at feed pressure and temperature

of 4 barg and 25 °C
Pebax layer co, CH,
Membrane Top layer thickness permeance permeance CO,/CH,
sample coating method (um) (GPU) (GPU) Selectivity
D Pouring 2.6 8 0.28 28
@ Solution casting 17 8.6 053 18
©) Solution casting 2.4 7.2 0.42 19.5
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As can be seen in Table 3, the prepared
membranes by pouring method, as previously
described, had higher CO,/CH, selectivity and
it is closer to the selectivity of dense Pebax
membranes that was reported in Table 1. The
high selectivity indicates better and defect-free
coating. For samples No. 2 and 3 which were
made by film casting method, from Table 3,
the results show that the selectivity obtained
for these samples is below the selectivity of
dense Pebax membrane. The low selectivity
in these samples is because of the defects
were created during top layer formation. The
existence of the pores causes methane and
carbon dioxide to pass through these pores
with the same rate. Therefore the membrane
selectivity decreased. In sample No. 3, where
the thickness of Pebax layer is higher, selectivity
improved and permeability reduced. Increasing
the thickness of upper layer leads to decrease
in the probability of formation of large pores
on the surface and the selectivity improves.
By increasing the thickness of Pebax layer, the
resistance of prepared membrane increased
and in result the permeability decreased. In
samples No. 1 and sample 3, the thickness of the
selective layer is almost the same but CO,/CH,
selectivity in sample No. 1 is much more than
that of sample No. 3 and this indicates that the
coating method is important in identifying the
gas separation properties of membranes. To
achieve higher selectivity in coated membranes
through film casting method, the thickness of
upper layer should be increased and in turn the
permeability will decrease. The difference in the
permeability of membranes prepared with two
methods depends on the overall resistance of
composite membranes for gases.

D. Effect of feed pressure

The effect of feed pressure on permeability
of gases in polymeric membranes depends
on the polymer and gas structures. In rubbery
membranes, the permeability of light gases is
independent of pressure and by increasing the
pressure, the permeability remains constant
but the permeability of gases with high
condensabilitythepermeabilityincreasesbyfeed

pressure increment (Freeman et al.,, 2006). This
increase in permeability is because of increasing
gas absorption and solubility in membrane.
Considering the fact that permeability of light
gases (methane, hydrogen, ...) does not change
with increasing the pressure, so the selectivity
of rubbery membrane increases with increasing
the pressure. Therefore, by increasing the feed
pressure of the CO, pure gas, its permeability
increases but for methane, the permeability is
independent of pressure and because of this the
CO,/CH, selectivity increases by increasing the
pressure. Figure 3 shows the CO, permeability
and CO,/CH, selectivity data and feed pressure
for prepared composite membranes. Feed
temperature is constant and was 25°C and feed
pressure has been increased from 2 to12 barg.

CO; Permeance (GPU)
[=)}

Feed Pressure (barg)

Figure 3. CO, permeance and CO,/CH, selectivity versus

feed pressure

In Fig. 3, it is observed that by increasing
the feed pressure at constant temperature for
pure gases, the carbon dioxide permeability
and the CO,/CH, selectivity have increased and
as it was mentioned before, this behavior has
been previously seen in rubbery membranes
(Freeman et al., 2006).

E. Effect of feed temperature

Temperature plays an essential role in the
separation properties of the membranes.Usually,
the permeability of the components increases
by increasing the temperature. The influence
of temperature on permeability of pure gases
of methane and carbon dioxide for Pebax/PES
membrane has been investigated. The CO, and
CH, permeability has been measured at three
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temperatures of 25, 40, 55 ‘C and feed pressures
of 2 and 4 barg. The obtained results are shown
in Table 4. In this table, the relative selectivity
that equals the selectivity of CO, /CH, at any
temperature divided to selectivity at 298 K to
show the selectivity reduction.

The temperature-dependence of the
permeability is typically described by Arrhenius-
like equations (Freeman et al., 2006):

Ep
Pa = Pyo X exp( —ﬁ)

3)
In the above equation, P, is the permeability
at temperature T, P, is the constant coefficient
which is constant for each component and E, is
the activation energy of permeability. E, with the
equation (4) is related to E_, activation energy of
diffusion and enthalpy of sorption, AH..
E,=E +AH, (4)
The enthalpy of sorption can be thought of in
terms of two contributions: where AH___is the
enthalpy of condensation of the pure gaseous
penetrant to the liquid phase and AH__ is the
partial molar enthalpy of mixing the condensed
(or compressed) penetrant with the polymer
segments. Therefore equation (4) can be written
as follow:
EP :ED +AHcond +AHmLx (5)
The activation energy of diffusion is usually
positive and it increases by increasing the size
of the penetrating component. Condensation

is energy producer and enthalpy change
resulting from condensation of components

is negative. By increasing the condensability
of components, the absolute value of the
enthalpy of condensation will also increase.
Enthalpy of mixing can be positive or negative,
and it depends on the interactions between
components and polymer. If there is a strong
interaction between the component and the
polymer chain, the enthalpy of mixing will be
negative. Since the size of the methane molecule
is larger than carbon dioxide, methane E_ is
greater. Due to the high tendency of carbon
dioxide to turn liquid and the strong interaction
between the two polar bonds of CO, and ether
groups in Pebax, the enthalpy of mixing and
condensation of carbon dioxide is negative.
Therefore, the E, of methane is greater and at
a similar temperature change, the permeability
of methane increases more than carbon dioxide
and in result the CO,/CH, selectivity decreases
by increasing the temperature. In Table 4,
this reduction in selectivity by increasing
temperature is observed. To better show the
methane and carbon dioxide permeation
change by temperature, the results were
described in Figures 4 and 5. As can be seen,
for both gases, permeance increased with
increasing temperature. For both gases at 4
barg the permeance increased more than of
increasing permeance at 2 barg for the same
increasing in temperature. This behavior can
be due to the fact that at higher pressures,
the amount of existing gas in polymer is more
and increasing the temperature leads to the
more increase in both gasses diffusion, and the
permeance increased more. But the CO,/CH,
selectivity reduction as reported in Table 4 is the
same at both pressures.

Table 4. Pure CO, and CH, permeability for Pebax/PES composite membranes at different feed pressures and temperatures

Pressure Temperature CO, permeance CH, permeance Relative
(barg) (K) (GPU) (GPU) selectivity

2 298 0.93 0.078 1

2 313 1.1 0.113 0.81
2 328 1.27 0.144 0.74
4 298 1.23 0.094 1

4 313 1.92 0.179 0.82
4 328 240 0.242 0.75
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Figure 4. CO, permeance at different feed pressures versus

feed temperature for Pebax/PES membrane

4. Conclusions

In this study, the effect of coating procedure
(film casting and pouring) on the performance
of prepared Pebax/PES composite membranes
for separation of CO,/CH, was investigated. The
results showed that the CO,/CH, selectivity for
the membrane that was prepared via pouring
technique was higher compared to the film
casting procedure due to the defect-free Pebax
layer formation. For film casting method, the
CO,/CH, selectivity was enhanced from 180 19.5
by increasing the top layer thickness from 1.7 to
2.4um. CO, and CH, permeance increased as the
feed temperature increased from 25 to 55°C. The
effect of temperature on CH, permeance was
dominated and in result the CO,/CH, selectivity
of Pebax/PES membranes decreased. The effect
of feed pressure on performance of prepared
Pebax/PES membranes was also studied. The
results showed that CO, permeance increased
from 6.8 to 10.1GPU with an increase in feed
pressure from 2 to 12barg, while CH, permeance
was remained constant and the CO,/CH,
selectivity increased from 27 to 42.
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